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Abstract 

Digitalisation is transforming the current work environment. With the incorporation of 

new technologies in the workplace arise challenges especially regarding privacy and 

human rights. Since wearables and Internet of Things (IoT) devices are becoming in-

creasingly important for business operations, the analysis focuses on the privacy and 

human rights implications arising from the incorporation of wearables in the workplace. 

Specifically, an elaborate legal analysis of the current EU regulatory framework to ex-

amine the effectiveness in addressing the privacy and human rights challenges was 

conducted. The General Data Protection Regulation (GDPR) is examined in detail and 

complemented by other relevant regulations and directives aimed at mitigating privacy 

concerns, as well as the European Convention on Human Rights. Germany’s approach 

will be presented as an example to demonstrate the implementation of the European 

legislation based on a case study.  

The analysis reveals that while the European legal framework is notably robust in 

terms of protecting personal data, significant gaps remain in ensuring privacy and up-

holding the human rights when implementing wearables in the workplace. These gaps 

include issues related to employee consent, liability, transparency, and the potential 

violation of human rights, like the right to equality and the right to non-discrimination. 

A balance between legal, technical, and ethical considerations is essential to protect 

the rights of employees.  

In response to these challenges, this study proposes solutions that aim to balance 

ethical and technical aspects and address legal issues. A multi-stakeholder approach 

is proposed, which provides an outlook and aims to improve the legal framework to 

effectively address the complex challenges posed by the integration of wearables in 

the workplace. Finally, factors that promote the successful adaptation of wearables in 

the workplace are presented. These factors include a strong regulatory framework, a 

balanced assessment of potential risks and benefits, the integration of the technology 

into the company's overall business strategy and the establishment of collaborations.
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1 Introduction 

Digital transformation is reshaping the workplace (Lamarre et al. 2023). Companies 

face the challenge of remaining competitive by mastering new technologies and inte-

grating them effectively into their business operations. Specifically, wearables and In-

ternet of Things (IoT) devices, are gaining popularity because of their beneficial impli-

cations for performance and workplace safety (Eager et al. 2020; Maltseva 2020). 

Wristbands, headbands, smartwatches and glasses are examples of current workplace 

wearables (Maltseva 2020). Wearable technology can be capable of Artificial Intelli-

gence (AI) and may interact with systems that are driven by AI which extends the im-

plications arising from the implementation in the workplace (Moßner and Bergmann 

2019). As a result of the extensive collection and analysis of personal data by these 

technologies, challenges arise regarding the protection of employees' privacy and hu-

man rights (Patel et al. 2022). Therefore, the following analysis focuses on the privacy 

and human rights implications when incorporating wearable devices into the work-

place. Mitigating risks and reducing potential negative impacts on employees are criti-

cal for companies, not only in terms of compliance, but also to ensure increased per-

formance and successful technology integration (Mettler and Wulf 2019; Miele and 

Tirabeni 2020; Lamarre et al. 2023). Hence, balancing risks and opportunities when 

implementing wearable technology in the workplace is essential, to reduce inferences 

with employees’ rights and maintain positive impact from wearables on performance 

and workplace safety.  

 

In the following, a legal analysis will examine the current European legal framework for 

the protection of privacy and human rights in the context of wearables. The study aims 

to elaborate whether the current legislation is sufficient to protect employees’ rights in 

times of rapidly evolving technologies. The focus of the analysis will be the legal frame-

work of the European Union (EU), since it is a pioneer in protecting privacy and per-

sonal data (European Comission). As the main data protection law in the EU, the Gen-

eral Data Protection Regulation (GDPR) is examined in detail and complemented by 

other relevant regulations and directives aimed at mitigating privacy concerns. The 

study also focuses on the human rights implications set out in the European Conven-

tion on Human Rights. Therefore, the study aims to answer the research questions 

whether the legal framework covers all potential privacy and human rights risks that 

arise from implementing wearables in the workplace.  
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Germany’s approach will be presented as an example for assessing the implementa-

tion of EU regulations into a national legal framework. The case study will highlight the 

current privacy and human rights legislation in Germany to draw conclusions on po-

tential improvements.   

 

The study concludes by outlining the remaining legal, technical, and ethical challenges. 

A prospective framework attempts to address these challenges by promoting a multi-

stakeholder approach. Moreover, the research identifies several factors that support 

the successful integration of wearables in the workplace. 

Finally, this study will summarize the main findings and address the research ques-

tions. The limitations of the research will also be discussed, along with potential areas 

for future research. Finally, a personal evaluation will be provided. 
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2 Balancing Wearables in the Workplace: Privacy and Human Rights 

The work environment is undergoing a transformation due to the increasing integration 

of wearable technology (Stefano and Wouters 2022). To achieve a broad understand-

ing of the concrete implications, risks and opportunities of wearables in the workplace, 

the nature of what wearables are, the data they collect and their integration into work 

environments will be explored. Establishing a common theoretical understanding of the 

concepts of privacy and human rights is crucial to provide a solid basis for further legal 

analysis. The study will then examine the opportunities and risks arising from the use 

of wearables, with a particular focus on balancing privacy vs. performance and moni-

toring vs. autonomy as a human right. A conceptual model presents this impact of 

wearable technology in the workplace and shows how the legal framework for protect-

ing employees' privacy and human rights comes into play. The model also highlights 

the fact that the integration of wearable technology involves numerous stakeholders 

with different interests such as the business, government, and employees. 

 

2.1 Key Concepts  

In the following, the key concepts and scope for the thesis of “wearables”, “privacy” 

and “human rights” are defined to get a mutual understanding and set the basis for 

further analysis.   

 

2.1.1 Wearables in the Workplace 

The term wearable stands for “an item that can be worn” (Oxford Dictionary 2023). 

Wearable technologies are small, networked computing devices delivering personal 

and sensitive data about the user by being worn or attached to the body (Ching and 

Singh 2016). Wearables can be associated to AI but are not limited to it. However, it is 

important to note that wearables in general do not exclusively belong to AI, since not 

all wearable devices have the capability to connect to AI tools (Moßner and Bergmann 

2019). In the analysis wearables are considered to be part of AI as they may interact 

with systems that are driven by it. The reciprocal effects of wearables and AI and there-

fore the growing opportunities as well as risks are part of the analysis. 

 

Attaching wearables to the human body and collecting sensitive data about individuals 

not only raises legal challenges concerning technologies but also raises legal consid-

erations related to human rights. 
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Wearables appear in forms as smart-watches, wristband, or glasses but can take 

on a number of different shapes as well (Federal Office for Information Security Ger-

many 2023). The device may be capable of measuring heart rate, blood pressure, 

sleep and calorie consumption, among other things, and then have the measurement 

results evaluated via AI applications to take assumptions about health status or 

productivity of the wearer (Federal Office for Information Security Germany 2023). 

These AI applications analyse the data and are capable of taking automated decisions 

for the user (Raso et al. 2018). The data collected can provide critical information for 

employees and employers to generate safer working conditions or prevent workers 

from negative long-term health consequences. Wearables that monitor the health and 

well-being of employees can indirectly increase efficiency by ensuring that employees 

are healthy and able to perform optimally. Early detection of fatigue or stress can lead 

to necessary breaks or adjustments in workload. Further, wearables can be integrated 

into workflows to optimise processes. For instance, in manufacturing or logistics, wear-

ables can provide step-by-step instructions, reducing errors and minimizing the time 

taken to complete tasks. 

Wearable Devices can be embedded into an IoT ecosystem like an app to make 

the measured data visible and easier accessible for the user (Ching and Singh 2016). 

IoT refers to a system of interconnected machines and devices via and with the Inter-

net. The "things" connected to it must be clearly identifiable (Moßner and Bergmann 

2019). IoT platforms offer the opportunity to connect amongst the wearables and their 

app a variety of other applications and tools that they can interact and exchange data 

with (Moßner and Bergmann 2019). 

The technology is characterized by being always-on and continuously collecting 

data about their environment. It integrates seamlessly into a network of other devices, 

operates hands-free and has its own operating system. To attract the user's attention 

when intervention is required, it communicates through vibrations or sounds (Ching 

and Singh 2016).  

 

Wearables are being increasingly integrated into the workplace in several ways. The 

most common application involves monitoring employees' stress levels, behaviour, 

and performance, as highlighted by Khakurel et al. (2017). These wearables serve as 

valuable tools to assess and manage employee well-being (Khakurel et al. 2017).  

Additionally, wearables are utilized as external tools to assist with tasks such as lifting 

heavy items, adjusting posture, and tracking employees' positions and movements. 
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These devices contribute to improving workplace ergonomics and promoting employee 

safety (Patel et al. 2022). 

 

Another application involves the use of augmented reality (AR) wearables, which con-

nect digital information with the real world. These wearables usually consist of glasses 

or headsets that are equipped with displays, cameras, sensors and processing func-

tions to create an augmented reality experience (Hackl 2023). By integrating digital 

content within the physical world, these wearables increase productivity and are an 

enabler for greater efficiency. These types of wearables commonly utilize artificial in-

telligence (Hong 2013).  

Furthermore, Wearable devices can continuously monitor employees' activities and 

provide real-time data on their performance, productivity, and health. This immediate 

feedback enables quick adjustments and optimisations that ultimately improve overall 

efficiency (Maltseva 2020). Importantly, these utilization options are not mutually ex-

clusive, and wearables can serve multiple functions simultaneously (Khakurel et al. 

2017). 

However, it is to be noted that different industries require different solutions to tackle 

the posed risks and hazards at the workplace and optimise their working equipment. 

A sedentary job such as an office job must deal with the negative effects of sitting such 

as neck and back pain, while hearing problems are more likely to occur in industries 

with high noise exposure such as construction. This is why usage and exposure of 

wearable technologies varies from industry to industry.  

 

The different types of wearables can be categorized according to their application in 

the work environment monitoring workplace safety, employee well-being, and perfor-

mance (see Table 1).  

 

 

Table 1 Overview of Wearables Application in the Workplace 
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Wearable technologies that monitor workplace safety, such as those that indicate or 

support heavy lifting, respond to hazards, identify dangers or fatigue risks and detect 

stress, constitute one category (Patel et al. 2022). Examples of wearable devices that 

address these safety risks include the StrongArm ErgoSkeloton Lift, which transfers 

the load from the upper body to the legs and assist workers with heavy lifting and 

therefore reduce strain on the back (see Figure 2-1). Another example is the SmartCap 

LifeBand which uses sensors and brain waves to measure fatigue and alertness in real 

time (see Figure 2-1). The information can be transmitted and displayed in the con-

nected LifeApp (Patel et al. 2022). The IoT solution Kenzen's app, patch and monitor, 

so called Personal Protective Equipment (PPE), tracks heart rate, stress, and temper-

ature with biosensors integrated into the patch to report stress, heat assessment, and 

exercise. 

 

 

Figure 2-1 Wearables for Workplace Safety 

 

Wearable devices designed for monitoring employee well-being play a crucial role 

in mitigating health risks for workers. By continuously monitor physical activity they 

enable detection of potential hazards such as work-related musculoskeletal disorders, 

functional movement disorders, and work-related pulmonary and cardiovascular dis-

eases. Additionally, these devices can provide indications for occupational sun protec-

tion, and therefore ensure employee well-being (Patel et al. 2022). Popular examples 

of such wearables include smartwatches and activity trackers like the Apple Watch or 

FitBit, which record measures like activity levels, sleep patterns, heart rate, and respi-

ration (see Figure 2-2).   

Additionally, there are special devices that prioritise employee well-being, such as 

a clip-on device and its accompanying app that records UV exposure and vitamin D 
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production. Those specific devices help employees monitor their sun exposure and 

maintain adequate vitamin D levels. 

 

 

Figure 2-2 Wearables for Employee Health 

 

In addition to health monitoring, wearables can also be used to monitor performance 

in form of productivity in the workplace. Through monitoring social behaviour, imple-

mentation of augmented and virtual reality technologies, motion control, and stress 

management it can give assumptions about performance. Smart glasses or AR head-

sets are commonly used in various industries to provide visual instructions or 3D map-

ping for improved orientation. 

 

 

Figure 2-3 Wearables for Productivity 

 

Wearables are collecting different kind of data. They can be categorized into raw 

and processed data (Maltseva 2020). The data can be processed from the wearable 

or in later processing steps from AI applications. Raw data has not been processed 

and has only been gathered for example the number of steps taken. Processed data 

has been analysed to be able to take assumptions about employee well-being or per-

formance. For example, heart-rate variability leading to an evaluation of stress-level 

(Maltseva 2020). The processed data is often analysed and visible on a monitor or 

smartphone connected to the computing device. Generally, the data can be classified 

as sensitive since the personal data collected are genetic and health-related data 
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(European Comission 2023d). Therefore, a high level of information security is critical 

to protect unauthorised access to that sensitive information because it can cause loss 

of security and privacy and can harm businesses or individuals and their human rights 

(European Comission 2023d). That means specific processes are required to store 

and use the data to meet the requirements of data protection laws. 

Wearables collect data that offer valuable insights into a user's real-life actions and 

habits, going beyond the scope of job performance evaluation. This distinguishes it 

from traditional monitoring methods or self-reported assessments of employee behav-

iour, which primarily rely on subjective performance indicator (Maltseva 2020). These 

indicators are based on employees' perceptions of their own productivity improve-

ments and not on objective measures or data. 

 

The adoption of wearables in the workplace is transforming the work environment by 

changing existing job roles, working conditions and performance. However, these 

changes are also giving rise to inequalities in the workplace and in the job market. 

Therefore, the incorporation of wearables carries the potential to impact human rights 

significantly (Raso et al. 2018).  

 

To conclude, wearables at the workplace enable monitoring of individual employees’ 

activity, behaviour, and physical condition. Examples are smart and on-body accesso-

ries and personal protective equipment. These technologies are often complemented 

or embedded into an IoT ecosystem to extract information and analyse data in order 

to enhance workflow and/or time management. The integration of wearables into busi-

ness operations aims to monitor and improve employee safety, well-being, and perfor-

mance as well as organisational performance. However, integrating wearables may 

have consequences for employee privacy and human rights since it involves the col-

lection of personal data and changes the dynamics of the workplace. 

 

2.1.2 Privacy 

When it comes to developing and integrating wearable technology in the workplace, 

privacy of the employee is a focus topic of ongoing research (Wolf et al. 2016; Psy-

choula et al. 2020). The concept of privacy is complex and it challenges the scholars 

to define its nature properly (Albakjaji and Kasabi 2021; Kokolakis 2017). Amongst 

various definitions the main characteristics that stand out are, that privacy is both a 
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social value and an inherent human right (Segura Anaya et al. 2018; Karale 2021; Brey 

2007).  

 

Privacy is a non-public and non-tangible sphere surrounding a person in which it per-

ceives freedom and control over its personal live (IAPP 2023). The concept privacy 

involves the ethical evaluation of human behaviour and interactions and how is it 

aligned with social values, safeguarding individuals' personal lives and personal infor-

mation (Brey 2007).  

In the European Union the law considers privacy as part of the basic human rights 

(ECHR 2023). Privacy is the fundamental human right to keep personal information by 

themselves without interference (IAPP 2023). It involves the right for autonomy, the 

control over personal information and the right to be let alone (European Union 2023). 

Through interaction with people, talks and discussion with others we share information 

about our lives and let them in to our privacy sphere. We can decide how much we 

share from our personal live and how much we give away from our privacy. The extent 

of our connection and relationship with another individual determines the quantity and 

detail of information we disclose. For instance, we share more private information with 

friends as opposed to colleagues. 

Part of a person’s privacy is  personally identifiable data consisting of information 

about our personal lives and characteristics that make one as an individual unique 

(European Comission 2023d). This type of data contains confidential information about 

the person so that they can be identified. Personal data involves name, date of birth, 

address but also health data or biometric information (European Union 2023).  

 

Data protection is the right to decide, throughout the data processing cycle, who can 

access data and for what purpose it is collected (European Union 2023). The collection 

of sensitive health data through wearable technology underscores the critical im-

portance of personal data security in ensuring privacy. Therefore, it is essential to pre-

vent the processing of personal data from leading to vulnerabilities that undermine pri-

vacy. This results in the need to create technical conditions to ensure data protection 

and therefore privacy in the workplace (Segura Anaya et al. 2018). Data protection 

aims to secure personal information which is crucial in terms of wearable technology 

that collect and analyse personal data (European Data Protection Supervisor 2023). 

Privacy and data protection rights are strongly linked, especially in the context of tech-

nology, but they are two distinct rights (European Data Protection Supervisor 2023). 



 

 16 

However, in the following analysis, the right to data protection is considered as part of 

the overall concept of privacy. The term “data protection” is sometimes named data 

privacy outside of Europe (European Union 2023). 

 

The legal ground aims to make the construct of privacy tangible and to protect privacy 

and personal data. The right to privacy and the right to data protection are embedded 

in the primary law (European Comission 2023b). Therefore it is the basis for the rules, 

decisions and the following secondary law in the EU including regulations and direc-

tives (European Comission 2023c).  

The right of privacy is a human right and therefore part of the Universal Declaration 

of Human Rights (Article 12), the European Charter of Fundamental Rights (Article 7) 

and the European Convention of Human Rights (Article 8). The right to data protection 

is crucial to secure privacy and is part of EU Treaties but not a human right itself. The 

protection of personal data is enshrined in the EU Charter of Fundamental Rights (Ar-

ticle 8) and established through the General Data Protection Regulation, an independ-

ent EU regulation (European Data Protection Supervisor 2023).  

Within the European Union, privacy and data protection are not considered as ab-

solute rights and can be limited under specific conditions. In some cases, these rights 

may require a balance with other EU values and rights (European Data Protection Su-

pervisor 2023). As an illustration, the EU is actively driving regulatory advancements 

in this field of technology through initiatives like the EU's Data Protection Regulation 

(Latonero 2018). 

 

2.1.3 Human Rights 

According to the Scholars, the literature captures privacy as a social value and a hu-

man right closely connected to the right of data protection. We have clarified the con-

cept of privacy as a social value and how it relates to data protection. Elaborating on 

the human right is now vital to the upcoming analysis and exploration of the assess-

ment of human rights legislation outlined in chapter 3.2.  

To begin with, the term human rights and the legal framework around it will be ex-

plained, and which human rights may be affected by wearable technology will be out-

lined.   

 

Human rights are universal rights that are “inherent in all human being” (United Nations 

2023). That means they are held by everyone simply by being a human. All human 
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beings are entitled to these rights including right to liberty and security, freedom of 

speech, freedom from discrimination and right to privacy (United Nations 2023). The 

human rights principles are protected and cannot be waived and stand above any other 

law.  

The first official recognition of written human rights occurred on December 10 in 

1948, with the adoption of the Universal Declaration of Human Rights by the United 

Nations General Assembly (United Nation General Assembly 1948). This declaration 

continues to significantly shape the development of international human rights law 

(Moeckli et al. 2022). To give the human rights formulated in the Universal Declaration 

legally binding force at the international level, the Declaration of Human Rights and 

two additional protocols were amended to create the International Bill of Human Rights 

(United Nations 2023). Important for further analysis is the coverage of human rights 

particularly in the European Politics. The Declaration of Human Rights documents and 

human rights principles are relevant and incorporated in the EU Charter of Fundamen-

tal Rights (CFR), which works together with the European Convention on Human 

Rights (ECHR) to protect the human rights in the European Union (ECHR 2023).   

The Human Rights Principles are not directly legally binding but serve as a guid-

ance how to apply human rights standards into business activities. They provide in-

sides on how companies can incorporate technologies and implement due diligence 

processes to identify and mitigate potential threats to human rights (Raso et al. 2018). 

 

The human rights principles relevant in context of wearable technology are the follow-

ing (European Court of Human Rights 9/3/1953; European Parliament 12/1/2009). The 

concrete implications will be analysed in chapter 3.2:  

• right to equality and right to no discrimination (ECHR, Article 14; CFR, 15, 

20)  

• right to work and right to protection against unemployment and right to have 

favourable conditions at work (CFR, Article 15, 31) 

• right to privacy and data protection (ECHR, 8; CFR, Article 8) 

• access to justice and right to fair trial (ECHR, Article 6) 

• right to freedom and security (ECHR, Article 5; CFR, Article 6) 

 

To summarize the human rights are universal to all human beings. They are laid down 

in the European legal framework in the European Charter of Fundamental Rights and 
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the European Convention of Human Rights. The consideration of human rights is of 

key importance in this paper, as the use of wearable technology involves personal data 

processing which falls within the scope of the right of privacy which is a human right. 

The human right principles outlined in the European Convention of Human Rights form 

the basis for the analysis presented in chapter 3.2, which examines the impact of wear-

able technology on human rights in the workplace within the European legal frame-

work.  

 

2.2 Balancing Risks and Opportunities 

The incorporation of wearable devices in the work environment presents opportunities 

and risks that encompass both individual and organisational levels, as well as techno-

logical and social aspects. Balancing the risks and opportunities of wearables in the 

workplace requires several aspects to be considered and decisions to be made. This 

involves balancing the increase in monitoring activities, which can reduce employee 

autonomy and individual freedom, with the need to increase productivity while also 

increasing privacy risks. This emphasizes the impact of wearables technologies in the 

workplace, namely on privacy and human rights such as autonomy. This underscores 

the necessity of a legal analysis to assess whether the legal framework offers sufficient 

protection for the employee's right to privacy and human rights. 

 

2.2.1 Balancing Monitoring vs. Autonomy  

Wearables and connected AI systems can automate many of the tasks involved in 

employee monitoring, increasing workplace safety and health, reducing the workload 

on managers, or supporting them in decisions. Wearables as a monitoring instrument 

can be beneficial in terms of security, productivity, and efficiency (Maltseva 2020; Patel 

et al. 2022). Yet, the monitoring can reduce employee’s autonomy of structuring their 

work tasks and may restrict perceived individual freedom (Maltseva 2020). Therefore, 

it is important for companies to find an equilibrium between implementing wearable 

technology to monitor employees and mainly their security and health and maintaining 

individual autonomy and freedom as a human right.  

 

The integration of emerging technologies like wearables in the workplace can positively 

impact employees and their work conditions. Incorporating wearables successfully can 

lead to a higher workplace safety by raising awareness and recognition of work-related 

issues (Mettler and Wulf 2019; Eager et al. 2020). These devices can alert and protect 
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employees in dangerous situations, leading to a safer work environment. The device 

has the ability to anticipate health risks that can affect employee performance and 

workplace safety, such as stress (Han et al. 2017), sedentary behaviour and physical 

inactivity (O'Keeffe et al. 2020), or even collaborate with other AI tools to identify symp-

toms of depression (Abd-Alrazaq et al. 2023) and heavy lifting (Patel et al. 2022). This 

allows the employee to adjust breaks, thereby reducing occupational incidents result-

ing from fatigue and inattention. The device can assist or alert the user before they 

suffer the consequences of harmful behaviour and can therefore lead to improved well-

being of employees. Increased employee well-being at work also influences the work-

place safety positively (Mettler and Wulf 2019). 

Moreover, wearables have the potential to not only prevent health risks imposed at 

the workplace but promoting a culture of well-being as it can motivate employees to 

life more active and aware of their health even outside of their workplace (Maltseva 

2020). By offering continuous monitoring and timely reminders, the wearable function 

as a proactive tool that encourages individuals to live more health conscious. For ex-

ample, after a period of inactivity, the device reminds the user to move to avoid nega-

tive effects of being sedentary and can thus serve as an incentive to move and avoid 

sitting for long periods (Li et al. 2016).  

Additionally, wearables can also support compliance with group norms and values 

within the organisation, as highlighted by Mettler and Wulf (2019). The devices can 

play a role in reinforcing and aligning employees' behaviours with the desired organi-

sational culture and values (Mettler and Wulf 2019). These values encompass an ac-

tive lifestyle and a dynamic work environment, demonstrating that employee health 

and well-being hold a high importance. 

 

While the integration of such emerging technology in the workplace offers opportunities 

regarding employee monitoring, it is important to recognise that it also brings potential 

risks and challenges in terms of maintaining employee’s autonomy.  

 

Introducing wearables at work can restrict employees’ freedom in terms of structuring 

and organizing their work tasks and activities (Mettler and Wulf 2019). This risk arises 

because data generated by the devices may draw conclusions about the optimal break 

times based on the employee's fatigue and stress levels and suggest more efficient 

process flows. Consequently, the use of wearables could introduce external influence 
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and guidance that could constrain the autonomy of employees in managing their work. 

(Mettler and Wulf 2019).  

 

Monitoring through technology and a more technologized workplace in general not only 

affect employee well-being but also their motivation and engagement. Constant moni-

toring can lead to employees finding their work less meaningful which can lower moti-

vation and hindering creative processes such as innovations and therefore limiting their 

perceived freedom (Stein et al. 2019).   

 

Wearables offer the opportunity to quantify performance and set standards which helps 

companies to regulate and evaluate their employees. However, this may lead to in-

creased power imbalances between employers and employees, which negatively im-

pacts engagement as individuals may feel undervalued (Maltseva 2020). Wearables 

allow employers to constantly monitor their employees in the workplace. This constant 

surveillance can create an atmosphere where employees feel a lack of privacy and 

may restrain their behaviour, potentially creating an imbalance of power in favour of 

the employer.  

Quantifying job performance is difficult since different settings and environmental 

conditions require certain skills, capabilities and employee behaviour that cannot be 

constrict into general measures, for instance to measure the time for a task to track 

employee performance can overlook several factors influencing the complexity of 

productivity (Abd-Alrazaq et al. 2023). It further decreases individual autonomy and 

freedom regarding the work tasks.  

 

Another aspect is the potential overreliance on technology that can bring up questions 

about responsibility and liability in case of failures (Mettler and Wulf 2019). It may lead 

to decreased employee awareness and a tendency to uncritically trust the results and 

reliability of information collected and analysed by the device. Thus, leading to lower 

understanding of one’s abilities and the tasks being performed and eventually creates 

a less-human centred work environment. A less human workplace, or so-called dehu-

manisation of the workplace, can have a negative impact on employee well-being and 

can also negatively affect cognitive processes (Maltseva 2020). This corresponds with 

reduced perceived autonomy.  
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2.2.2 Balancing Performance vs. Privacy  

Wearable devices can positively impact productivity and individual performance 

through constant feedback on their performance (Miele and Tirabeni 2020). This con-

stant monitoring promotes awareness and gives an extrinsic motivation for employees 

to strive for higher levels of productivity. On the other hand, the constant data analysing 

of personal data may violate the private sphere of the employee.  

 

Wearables have the potential to positively impact employee engagement and organi-

sational performance (Eager et al. 2020; Miele and Tirabeni 2020). By incorporating 

these devices to monitor the activity of employees and integrating them into a corpo-

rate health initiative, businesses can advance employee involvement with the organi-

sation. For instance, rewarding employees for achieving specific targets, such as 

10,000 steps per day. This approach encourages employees to actively participate in 

wellness initiatives and can lead to higher involvement with work and commitment to 

the organisation.  

Moreover, wearables can facilitate efficiency and process optimisation by analysing 

the data they collect in the workplace (Miele and Tirabeni 2020). Improved product 

quality and reduced production failures can enhance efficiency and decrease costs. 

Finally, the data collected by wearables can help supervisors and managers in sup-

porting their team and individual employees (Miele and Tirabeni 2020). The data gives 

valuable insights which can help to adjust optimal break times or more individualized 

support to employees. This can significantly enhance employee performance and 

therefore organisational performance.  

 

While the integration of wearables in the workplace may benefit productivity and per-

formance, it is crucial to understand the trade-offs. It also presents potential privacy 

risks and challenges of data protection analysing such personal data of the employee 

to increase performance.  

 

Surveillance in the workplace by wearables poses risks to employee well-being, moti-

vation, and privacy (Safavi and Shukur 2014; Motti and Caine 2015; Maltseva 2020; 

Miele and Tirabeni 2020). Since monitoring tools are constantly collecting data about 

the employee, the data collection and data analysis is vulnerable to threats posed by 

external and internal parties. The instant and continuous data collection does not end 

after working hours or after leaving the workplace if the wearable is still worn on or 
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detached to the body. This can lead to a blurring of the lines to employee's private 

sphere, since the data could be used to determine work performance (Maltseva 2020).  

 

Furthermore, the wearable device itself presents risks to secure employees’ data and 

its privacy. The current challenges associated with these devices include authentica-

tion issues and insufficiently secure PIN systems, which may allow unauthorised ac-

cess by third parties without the users' knowledge (Safavi and Shukur 2014). Weara-

bles have the capability to track an individual's location and activities, which could be 

used for marketing purposes. Further, if location data is accessed by unauthorised 

third-parties, employees may be at risk of physical harm, especially if they can be 

tracked to their homes or other personal locations (Federal Office for Information Se-

curity Germany 2023). Third party access also raises concerns about the possibility of 

recording videos or images without the consent of the user (Safavi and Shukur 2014).  

Moreover, the data collected is descriptive in nature and does not reveal causal 

relationships, so careful analysis and interpretation of the data is necessary to avoid 

analysing data out of context (Maltseva 2020).  

The data collected by wearables presents potential risks. The sensitive health data 

can provide insights into employees' abilities, such as stress management, and could 

be used by managers to favour or discriminate against employees based on their phys-

ical data (Maltseva 2020). The collection and storage of personal, confidential and 

sensitive data by wearable devices is causing concerns among users regarding their 

privacy (Motti and Caine 2015).  

To ensure the security and privacy of sensitive information, it is essential to encrypt 

the data transmission from wearables to connected mobile devices via Bluetooth, 

thereby deidentifying the data. Many wearables do not use encryption during data 

transfer, and thus, posing significant privacy risks (Ching and Singh 2016). Not only 

the data transfer from the wearable to the local device, but the connection from the 

mobile device to a cloud storage via Wi-Fi presents security risks which makes them 

vulnerable to hacking or unauthorised access by third parties. In addition, a non-secure 

cloud storage can lead to a safety hazard since it contains a huge amount of personal 

identifiable information (Ching and Singh 2016). 

Throughout the data collection, analysis, storage, and transmission process within 

the IoT ecosystem of wearables, several potential risks arise that can violate employee 

privacy.  
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Lastly, the physical loss of the wearable or local device presents a security risk 

because the data stored on the device is also lost (Ching and Singh 2016).  

 

2.3 Conceptual Model  

The following conceptual model illustrates the balancing of interests between the ben-

eficial effects of wearable technology like performance enhancement and the monitor-

ing opportunities and the impact on employees, namely on privacy and human rights 

when introducing wearable technology in the workplace. The model seeks to point out 

the interplay between wearable technology, privacy, and human rights and all the in-

volved stakeholders.  

 

 

Figure 2-4 Conceptual Model: Balancing Wearables in the Workplace 

 

Based on existing literature and the chapter 2.1 the key concepts and effects presented 

in the conceptual model will be explained shortly.  

 

As explained in chapter 2.1.1, wearable technology is referred to as computing devices 

that are attached to a human body and collect personal health data about the user 

(Ching and Singh 2016). Wearables worn in a work environment are for example 

smartwatches, headsets, or smart glasses.   

A positive outcome of implementing wearables in the workplace is improved perfor-

mance. (Mettler and Wulf 2019; Stein et al. 2019; Maltseva 2020; Miele and Tirabeni 

2020). These wearables are worn during work, collecting reliable data on an 
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employee's physical activity and health status. The ongoing monitoring of these factors 

influences the employee's performance, thus impacting the overall success of the or-

ganisation. Working with an IoT device such as a smartwatch or a specific application, 

the data can be analysed with an AI tool to guide the employee. An example is provided 

by smart glasses which display 3D images to assist the employee to work more accu-

rately. This technology can enhance efficiency, while simultaneously providing trans-

parency of employee performance to employers and supervisors in order to adjust the 

work environment and increase productivity and motivation (Miele and Tirabeni 2020; 

Khakurel et al. 2017).  

The constant data collection and analysis, storage and transmission from personal 

data to improve performance leads to a growing risk of privacy violations (Safavi and 

Shukur 2014; Ching and Singh 2016). Privacy risks emerge due to a range of factors, 

including the collection of personal data, the potential for third parties to access this 

data without the user's permission, and the sharing of data with external entities. 

Consequently, the positive impact of the introduction of wearables in the workplace 

on employee performance may lead to increasing privacy concerns. Therefore, it is 

crucial to mitigate these risks, as privacy concerns negate the positive impact on em-

ployee performance (Safavi and Shukur 2014; Motti and Caine 2015; Ching and Singh 

2016; Jacobs et al. 2019).  

 

Employee monitoring with wearable technology can have a positive impact on em-

ployee well-being and workplace safety. This involves the employee's health and well-

being at work. It involves monitoring stress levels, sedentary behaviour, and physical 

activity such as step count. By creating a safer and more secure environment, it po-

tentially reduces stress and tension, thereby positively impacting well-being and moti-

vation (Khakurel et al. 2017). Through constant monitoring, wearables collect and an-

alyse health data and can intervene in dangerous situations to protect employees’ 

health. For example, they can warn when lifting is too heavy or alert employees to high 

stress levels, allowing them to adjust their physical work or break times as outlined in 

chapter 2.1.1.  

However, the monitoring activity may increase human rights concerns and lowers 

perceived employee’s autonomy. For instance, changing processes based on weara-

bles and their IoT systems recommendation may restrict employees’ freedom in terms 

of structuring and organizing their work (Mettler und Wulf 2019).  
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The legal framework is essential to ensure the protection of employees' human rights 

and particularly right to privacy. Privacy is a human right that plays a key role in the 

introduction of wearable technology in the workplace, as discussed in chapter 2.1.2. 

The right to privacy is particularly relevant in the context of wearable technologies, 

which is why it will be analysed separately from the other human rights. Yet, the impli-

cations on all other human rights are from same importance. Protecting the employees’ 

rights is important for several reasons. One aspect is, that if the business follows all 

legal regulations to safeguard employees’ rights, it protects the business from legal 

consequences and potential lawsuits. Another aspect is that the invasion of their rights, 

even the feeling of being invaded, diminishes the positive impact of wearable technol-

ogy.  

 

Introducing wearable technology within the workplace engages multiple stakeholders 

at specific points. Understanding their different interests and potential involvements is 

important in gaining a comprehensive understanding and identifying gaps in the current 

framework around Wearables. To enable successful implementation, it is essential to 

understand and consider the interests of stakeholders from different disciplines and 

their potential impact on privacy and human rights. 

 

The stakeholders’ landscape is made up of entities like tech companies, organisations, 

government, intergovernmental organisations, and academic research (Latonero 

2018).  

Tech companies are shaping and developing the wearables and AI technology sec-

tor with the technological development and products and by implementing designs pro-

tecting privacy from the beginning on, having a huge impact on the AI landscape (Philip 

Jansen et al. 2019). Their commitment to ethical concerns about human rights and 

their consideration in the wearable technology development is necessary and can re-

duce privacy risks and human rights violations (Segura Anaya et al. 2018). Aligning 

the tech companies in ethics and morals, could influence the whole industry to opera-

tionalize human rights due diligence for wearables (Wagner 2016).  

In addition to tech companies, the organisations using wearables possess the power 

to choose more secure wearable solutions, consequently impacting on the technolog-

ical advancements of these tech firms. Their motivation lies in implementing such tech-

nology to increase productivity, reduce costs and optimise processes (Philip Jansen et 

al. 2019).   
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The government has the crucial role in setting the regulatory basis for wearables 

and AI technology and focusing on the impact on human rights and hence, including it 

into legislation. The interest of governments is to create a legal framework in which the 

rights of all stakeholders are protected. The legislation is a requirement for companies 

to integrate AI into national strategies and policies, and to follow a due diligence ap-

proach to human rights. 

Intergovernmental organisations (IGO) are created to enable nations to work to-

gether more successfully on specific economic and social issues (Harvard Law School 

2022). Examples for important IGOs in the field of human rights are the international 

labour organisation, the UN Human Rights Council, and the Council of Europe. They 

can influence and consult companies and governments on a national level regarding 

the protection of human rights (Latonero 2018). Even though they don’t produce bind-

ing law it can demonstrate human rights violations from Artificial Intelligence and po-

tential solutions or advice for companies how follow a due diligence approach and 

therefore reinforce regulations (Latonero 2018).  

Academic research initiate solutions with academic evidence and help to better un-

derstand the impact and possible solutions for the convergence of wearables and hu-

man rights (Wagner 2016). Academic organisations bridge human rights, social sci-

ence, technology and other disciplines to explore the full economic, legal and social 

implications of AI (Latonero 2018). 

Work Councils, the representation of employees within a company, are crucial to 

secure and protect employees interests and rights (European Comission). They have 

the power to verify compliance with data protection and human rights laws. Conse-

quently, they have the power to advocate for the introduction of measures to protect 

employees' data, privacy, and human rights, and to require the employer to do so if the 

existing framework is found to be inadequate. In addition, they play a crucial role in 

ensuring, that the interests from the employees are not overlooked (European Comis-

sion).  

 

To conclude, companies are using wearable technology to improve performance. The 

continuous collection and analysis of employee data for the purpose of improving per-

formance raises legitimate privacy concerns.  

Wearables, which are also used to continuously monitor employees in the work-

place, help companies to optimise processes to increase efficiency and enhance work-

place safety and employee well-being. However, this practice raises concerns about 
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reducing perceived individual freedom and autonomy and hence, potentially violate 

human rights. Given the significant impact of technology in the workplace, which can 

bring benefits to both the company and employees as explained in chapter 2.2, it is 

essential to address the associated risks to employees’ rights. Legislative measures 

and a robust legal framework are essential to regulate and mitigate these risks. Thus, 

it raises the question if the current legal framework is sufficiently protecting employees’ 

rights such as the human rights and the right to privacy.  

 

2.4 Legal Analysis: Method and Scope 

During the research, it was identified that a lot of literature presents the opportunities 

and risks of wearables in the workplace in terms of individual and organisational as-

pects (Eager et al. 2020; Maltseva 2020; Miele and Tirabeni 2020; Patel et al. 2022). 

Extensive research was also conducted to examine technological issues of AI and 

wearables in relation to privacy and security (Safavi and Shukur 2014; Motti and Caine 

2015; Ching and Singh 2016; Mills et al. 2016; Psychoula et al. 2020; Maltseva 2020). 

Some addressed legal issues, such as the impact of AI technology on human rights, 

and social issues, such as ethical concerns, but few studies consider all aspects and 

provide a comprehensive framework including legal, ethical and technical aspects in 

which particularly the wearable is the object of research (Motti and Caine 2015; Raso 

et al. 2018; Segura Anaya et al. 2018; Stefano and Wouters 2022). The conceptual 

model illustrates the complexity of technology introduction in the workplace by high-

lighting the balancing act and thus, raising the need to a more comprehensive ap-

proach to protect the employee and its rights in the workplace.   

Therefore, the aim of this study is to conduct a comprehensive examination of the legal 

framework for wearables in the workplace, with a particular focus on privacy and hu-

man rights, in an attempt to close the research gap. 

  

Scholars share the opinion that technology evolves more rapid and in a higher pace 

than the law and its regulations (Security, Privacy, and Trust in Modern Data Manage-

ment 2007; Brey 2007). The legislation aims to minimise negative impact of technology 

in the workplace and ensure successful incorporation into the workplace without inter-

fering employees’ rights particularly regarding privacy and human rights. Therefore, 

the following study provides an analysis of the legal framework in the European Union 

for the protection of privacy and human rights in the context of wearables and to ex-

amine whether the current legal framework is robust to protect employees’ rights as 



 

 28 

illustrated in the conceptual model. Several Directives and Regulations exist to protect 

employees’ privacy and data, particularly in the context of wearables and AI applica-

tions.  

 

Therefore, this study aims to answer the following research questions: 

• How to balance the opportunities and risks when implementing wearables in 

the workplace?  

• Does the instruments in the European legal framework cover all potential risks 

arising from wearables in the workplace especially privacy and human rights 

violations?  

• Are the current European regulations appropriate and sufficient to ensure em-

ployees privacy in times of rapidly evolving technology? 

• To what extent does Germany safeguard the data protection rights of employ-

ees, and has it effectively incorporated EU regulations and directives into its 

national legal framework? Can Germany be considered a role model in this re-

gard?  

• How to foster a successful incorporation of wearables in the workplace?  

 

To answer the research questions, the study focuses on the legislation in the European 

Union as it has one of the toughest legislations around privacy and security in the world 

(European Comission). The EU strived to ensure the protection of the fundamental 

human right to privacy when implementing such legal framework around data protec-

tion and data security. The regulatory field in the EU acts as a role model for other 

countries and governments (European Comission). The extent of Europe's commit-

ment to legal and human rights concern is illustrated by various European policy doc-

uments and institutions with key importance to the Charter of Fundamental Rights 

which includes the European Convention of Human Rights (ECHR 2023). The Charter 

not only incorporates the European Charter of Human Rights, but also extends its 

scope to rights like the right to data protection. It improves the protection of fundamen-

tal rights by making them clearer and more understandable for citizens. In the Euro-

pean context, the ECHR is one of the most important treaties for upholding and pro-

tecting human rights. Specifically, in the field of artificial intelligence, the EU has intro-

duced a European approach to promote the ethical integration of AI into the workplace 

(European AI Strategy 2023). The European Union is actively promoting a legal frame-

work for AI that focuses on liability and ethical aspects. This commitment is exemplified 
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by the establishment of the AIDA Committee on "Artificial Intelligence in the Digital 

Age" and underlines the EU's commitment to this topic (AIDA Mandate 2022).  

However, with the emergence of innovative technologies such as wearables and 

AI, the question is whether European law adequately protects employees' privacy. 

 

In terms of European legislation, the following regulations and proposals for regulations 

are relevant in the context of wearable technology. The extensive explanations will be 

presented in the chapter overview see 3.1.1 and 3.2.1: 

 

1. General Data Protection Regulation: This comprehensive and general EU reg-

ulation applies to all data processing activities, including those involving AI. 

2. Artificial Intelligence Act (Proposal): The proposed Artificial Intelligence Act (AI 

Act) aims to regulate AI systems' impact on individuals' rights, including those 

of employees. It introduces requirements for transparency, accountability, and 

the assessment of high-risk AI systems. 

3. ePrivacy Regulation (Proposal): While primarily focused on electronic commu-

nications, it also has implications for employee data privacy when AI systems 

interact with other devices for example in an IoT environment. The Regulation 

will replace already existing Directive. 

4. Artificial Intelligence Liability Directive (Proposal): The Artificial Intelligence Lia-

bility Directive (AI Liability Directive) is a proposed regulation aimed at address-

ing liability issues related to artificial intelligence systems in the EU. 

5. New Product Liability Directive (Proposal): The proposal for a directive proposes 

a number of additional requirements with regard to product liability. 

6. European Labour Law: European labour law is a set of laws and regulations 

covering a wide range of areas related to employment, such as working time, 

contracts, and discrimination. One example of this is the Working Time Di-

rective, which forms part of European labour law and regulates working time. Its 

aim is to protect employees' health and well-being by setting limits on working 

hours and ensuring they receive sufficient breaks. 

7. European Convention on Human Rights: The treaty protects the fundamental 

human rights and freedoms in Europe. It covers a wide range of rights, including 

the right to privacy, right to work, and the right to a fair trial.  

8. EU Charter of Fundamental Rights: The Charter is a legally binding document 

that outlines fundamental rights and freedoms protected within the European 



 

 30 

Union. It covers a broader spectrum of rights than the ECHR including data 

protection.  

 

These regulations establish a framework to ensure that AI applications and wearables 

used in the processing of employee data comply with the principles of transparency, 

fairness, accountability, and privacy to ensure compliance and ethical use of such tech-

nologies (European AI Strategy 2023).  

For the analysis, the regulations and instruments covering data protection and hu-

man rights in European Law were examined and analysed for their possible intercon-

nections and complementarity. 

The process of identifying dominant concerns is based on an independent assess-

ment of the legal landscape, supported by insights from the relevant literature on the 

subject. The research process was guided by specific keywords, notably "Wearables," 

"Privacy," and "Human Rights," to locate relevant papers. In the following, the study 

will provide answers to the proposed research questions. 

 

 

3 European Legal Framework 

The analysis focuses on a comprehensive examination of the European legal frame-

work to determine its effectiveness in addressing the data protection and privacy chal-

lenges posed by wearables and IoT devices in the workplace. The primary focus will 

be on examining the General Data Protection Regulation, which is the key regulation 

concerning data privacy. Additionally, other current regulations such as the AI Act and 

the ePrivacy Regulation, which aim to protect individual privacy, will also be examined, 

and set into context with the GDPR. A further area of focus for this study will be the 

exploration of the human rights implications of integrating wearables into the workplace 

(see chapter 3.2).  

 

3.1 European Legal Framework for Privacy  

The European Legal Framework regarding Privacy will be presented. A brief overview 

and definitions of the main terms introduced in the legislation set the basis for the anal-

ysis of the legal framework to protect employee’s privacy. 
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3.1.1 Overview  

The relevant regulations and directives in the European legal framework regarding pri-

vacy and data protection for wearable technology are the General Data Protection 

Regulation, the proposed Artificial Intelligence Act, the ePrivacy Regulation and the 

Artificial Intelligence Liability Directive and the New Product Liability Directive (Euro-

pean Parliament; Council of the European Union; European Parliament 2023; Euro-

pean Digital Strategy 2023; European Comission 2021).  

 

 

Table 2 Overview of the European Legal Framework around Privacy 

 

The General Data Protection Regulation, short GDPR, is a European law put into effect 

on May 25, 2018, that aims to protect data of individuals and give them the control over 

whole data processing cycle of their personal data to ensure their privacy (European 

Parliament; Council of the European Union). It is the most important regulation ruling 

data protection (European Parliament; Council of the European Union). The GDPR 

was created to enshrined on the fundamental right to the protection of personal data, 

set out in the EU Charter of Fundamental Rights (European Comission). Several up-

dates and extensions leading to the current version of the GDPR EU 2016/679 includ-

ing ninety-nine articles and 173 recitals. The challenge of data protection is not a new 

topic covered by EU legislation. With the fast progress of emerging technologies and 

the internet, the EU needed to update the existing data protection directive to ensure 

it is sufficient to protect data and covers the new risks imposed by the technological 

progress (European Comission).   

The GDPR applies for companies processing data from EU citizen or residents. 

Further, the data must not even be exported from the EU. The servers containing per-

sonal information need to be located in the EU. Important here is to mention that it is 
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regardless of the location of the company. It can apply for companies even outside of 

the EU under certain conditions (GDPR, Article 3). If companies are trading with com-

panies in the EU and therefore offering products to EU Citizen or monitor their online 

activities (European Comission). For example, a company based in Asia still need to 

comply with the GDPR if it sells products to EU companies and therefore the EU market 

targeting EU citizens. There are two exceptions in which the companies or individuals 

are fully or partially free from falling into the legal scope of the regulation. First, if the 

data collected is purely for “personal or household activity”. The regulation just applies 

for companies acting in a “professional or commercial” way (European Comission). 

Second, it just partially applies for companies fewer than 250 employees. 

For companies which need to comply with the regulation, the regulation poses great 

responsibilities and obligations in terms of data protection and privacy, and heavy fines 

for non-compliance. Companies that do not comply with the regulation face a fine of 

up to 4% of their annual revenue or €20 million (European Comission). It depends on 

the type of violation and the company's financial resources (Wolford 2020). For exam-

ple, inferences against the basis of the Regulation like the right to privacy and right to 

be forgotten will be charged higher (Wolford 2020). It is ensured that companies not 

complying are subject to significant liability. Deciding and administrating about fines is 

responsibility of the data protection regulator of each EU country (Wolford 2020).  

 

The General Data Protection Regulation is an independent legislation addressing risks 

and vulnerabilities in terms of data protection in a digital environment in general. It does 

not specifically address AI technology or wearable technology (Mitrou 2018). Thus, it 

is crucial to analyse the regulation regarding specific emerging technology such as 

wearable technology and AI to ensure it is applicable to it.  

Aside from the general data protection regulation, the Artificial Intelligence Act is a 

proposal from the European commission to regulate artificial intelligence (European 

Parliament 2023). It was first presented in April 2021, aiming to complement current 

European legal framework in addressing risks related to AI to make AI system more 

trust-worthy to promote development and adoption from AI technology, including wear-

ables. Thus, it is narrower compared to the GDPR which aims to regulate privacy and 

data protection especially in a work environment (Stefano and Wouters 2022). The AI 

Act got approved in the European parliament on June 14, 2023, and will be discussed 

and negotiated from the EU states. It is planned to have a final draft end of the year 

2023 (European AI Strategy 2023). It addresses potential risks arising from AI by 
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classifying different AI systems according to their inherent risk (European Parliament 

2023). Wearable devices equipped with AI capabilities can be classified as minimal, 

limited, or high risk depending on the context in which the wearable is used and the 

type of wearable. Limited risk means that wearables allow the user to make informed 

decisions and are aware of the interaction with an AI tool. Wearables equipped with AI 

capabilities or connected IoT devices have the potential to make automated decisions, 

but the ultimate decision to accept or ignore those decisions remains in the hands of 

the user (Stefano and Wouters 2022). 

For instance, in a logistics warehouse, augmented reality glasses are anticipated 

to propose the shortest route which users are likely to follow. Inaccurate data or occa-

sional routing errors, while not ideal for optimal performance, usually do not signifi-

cantly impact the safety of employees. However, if the wearable technology or con-

nected IoT device is capable of making automated decisions that could have serious 

consequences for human safety, then it may be classified as a high-risk device. For AI 

systems with limited or minimal risk, not as many legal obligations are required be-

cause their potential impact on human health and safety is limited and therefore only 

transparency requirements are needed. High-risk systems are subject to strict require-

ments to ensure that they do not negatively impact privacy and human rights. These 

include rules on testing, documentation of data quality and, most importantly, account-

ability, which complement the GDPR and potentially close security gaps (European 

Parliament 2023). 

The ePrivacy Regulation, also known as the ePrivacy Directive, is a European Un-

ion regulation to protect privacy in electronic communications. It covers aspects such 

as confidentiality, consent to data processing and rules on electronic marketing and 

cookies. The regulation aims to protect citizens' personal data and online privacy and 

to ensure that their electronic communications remain confidential and secure. It com-

plements the GDPR by addressing specific data protection issues related to electronic 

communications including machine-to-machine communication.  

The AI Liability Directive is a proposed regulation that addresses liability issues 

related to artificial intelligence systems in the European Union. It aims to establish a 

legal framework for determining liability when AI systems cause damage or harm. This 

directive aims to provide clarity on who should be held responsible in cases of AI-

related incidents (European Comission 2021).  
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In the next chapter the main legal aspects of the European legal framework governing 

wearable technology will be analysed to understand its instruments and limitations to 

protect privacy. The principles of the General Data Protection Regulation form the ba-

sis of the analysis and are complemented by the proposed AI Act, the ePrivacy Regu-

lation and the AI Liability Directive to show all the instruments used or about to be used 

in the legislation to regulate such technologies and make assumptions about potential 

risk vulnerabilities to privacy of the employee.  

Particularly relevant for wearable technology are the legal ground and informed 

consent, the data protection principles and privacy by design and default which will be 

the object of analysis.   

 

3.1.2 Terminology 

Before going into the depth analysis of the instruments in the EU Law, the main legal 

terms introduced in the Regulations will be explained first. Further, the study explores 

the principles forming the basis of the regulation aiming to protect employee data and 

privacy and analyses their effectiveness in the context of wearables.  

 

The regulations govern the protection of data especially personal data. The GDPR 

defines personal data as “any information relating to an identified or identifiable natural 

person; identifiable natural person is one who can be identified, directly or indirectly, in 

particular by reference to an identifier such as a name, an identification number, loca-

tion data, an online identifier or to one or more factors specific to the physical, physio-

logical, genetic, mental, economic, cultural or social identity of that natural person” 

(Stefano and Wouters 2022). Therefore, biometric data, health data and location data 

all belong to personal data. The definition offers room for interpretation regarding the 

identifiability of the person (Mitrou 2018). It is crucial to understand the concept of 

identifiability because it leads to the applicability of the law (Mitrou 2018). The GDPR 

does not apply for anonymous data and therefore information that is not identifiable 

but even from anonymous data conclusions can be drawn to a person and if this is 

relatively easy, it falls under the scope of the GDPR (European Comission). If the data 

is clearly identifiable to a person, the regulation is applicable, regardless of the inten-

tions (Mitrou 2018).   

Data processing refers to the “set of operations carried out on personal data” (Wol-

ford 2020). This involves for example the collection, transmission, analysis, and stor-

age of the data.  
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The personal data collected and processed belongs to the data subject. The GDPR 

aims to ensure the control of the data subject about their data (European Comission). 

Data subjects have the right to object to processing (Rodrigues 2020).  

Another important term is the data controller defined as the person or company, 

collecting, and processing the data from the data subject (European Comission). The 

decisions made about the utilisation of the data are made from the data controller after 

ensuring to have the approval of the data subject to process the data (European 

Comission).  

In case that the data controller decides to involve a third-party to support the data 

processing for example a cloud service, this party is defined as the data processor 

(European Comission). For the data processor specific rules apply.  

 

In the scope of this study, the data subjects are the employees, and the data controller 

is the company implementing wearable technology in the workplace. Wearables are 

collecting health data which is falling into the scope of personal data which is the first 

argument why the GDPR must apply to wearable technology. Therefore, processing 

the personal data requires several regulations to protect the fundamental rights 

(Stefano and Wouters 2022). A data processor may be involved for storage of the data 

in the cloud or data analysis tools offered and operated by third party providers.  

 

Despite the GDPR's attempt to accurately define legal terms, gaps remain that allows 

for interpretation, potentially resulting in legal uncertainty (Mitrou 2018). The regulation 

applies universally to companies across all industries, types, and technologies involved 

in data processing, creating room for varying interpretations.  

After clarifying the terms, the following analysis examines the key instruments in-

troduced in Europeans legislation to protect employee privacy.  

 

3.1.3 Analysis  

The International Privacy Principles established and formulated by the Organisation 

for Economic Cooperation and Development are playing a key role in shaping the evo-

lution of privacy regulations (Brey 2007). The following key privacy principles are the 

main instruments on which the GDPR is based to ensure data protection and privacy 

(GDPR, Article 5).  
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To begin with, the GDPR outlines two requirements that must be met to legitimately 

process personal data. 

First, to be allowed to process data a valid legal ground needs to be found (GDPR, 

Article 6). The following legal grounds could be relevant in the context of wearable 

technology.  

A legal ground could be the need for a contract with data subject participation, for 

example, if the data subject is a party to a contract (GDPR, Article 6). For instance, the 

data needs to be collected to make sure that the employee has the health requirements 

for the job. Here it is crucial to define the necessity which offers space for interpretation. 

It can be defined as necessary if it is needed to keep the business running (Stefano 

and Wouters 2022).   

Another legal ground validating the data processing is the “public or legitimate in-

terest” (GDPR, Article 6.1). The data is necessary to perform a task for the public or 

the data controller has a legitimate interest to process the data. Here it is clear that it 

is a matter of interpretation and explanation if the lawful basis accounts or not. It is the 

legal ground with the highest scope of interpretation possibilities since it is not clearly 

defined what legitimate interest involves. However, most importantly the interests must 

be evenly distributed for the two parties considering the advantages and disad-

vantages for the data controller and data subject to be considered as a legal ground.  

Lastly, an applicable legal ground involves acquiring “informed consent” (European 

Comission). However, when it comes to employers aiming to introduce AI technology, 

relying solely on employees' consent for data processing typically doesn't qualify as a 

valid legal ground (Stefano and Wouters 2022).  

 

Therefore, for the case of introducing wearable technology in the workplace, the legal 

ground of “legitimate interest” may apply. It could be argued that the monitoring of 

performance is in the interest of the company to enhance organisational performance, 

but as well increasing employee well-being and performance as outlined in chapter 

2.2.2. Data collection for pure performance tracking could be considered legitimate. 

Analysing the data to improve performance by for instance establishing more efficient 

break times could also be considered legitimate. However, using the data to draw con-

clusions that the employee is unable to meet a certain standard of performance could 

be considered an intrusion in privacy and employment rights. 

Nevertheless, it can be argued that the right to privacy of the employee may be 

invaded if the company collects the health data to take advantage of it or resign the 
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employee based on that. This could also restrict the right to freedom and right to em-

ployment and by that entering the area of human rights. 

 

The argumentation shows the challenge to find a legal ground for processing personal 

data collected by wearable technology in the workplace. The legal ground must be 

communicated for transparency with the data subject (GDPR, Article 4).  

 

Finding a legal ground for data processing is the first requirement to be allowed to 

incorporate wearable technology. In addition to the legal ground, a permission is re-

quired to process data the so-called informed consent of the data subject (Segura 

Anaya et al. 2018). It is covered by several articles, which highlights the importance of 

it (GDPR, Article 4, 6 and 7). The consent is bound by rules. It must be “freely given, 

specific, informed and unambiguous”, to ensure that no misunderstanding or language 

barriers misleading the data subject to give a consent (Wolford 2020). It is highlighted 

that the language must be “clear and plain” to avoid grey areas and the exploitation of 

the consent. In any case the data subject can remove its consent at any time without 

the need to give explanations or fearing consequences (Wolford 2020). If a legal 

ground can be identified and the processing is approved by the data subject with an 

informed consent, the GDPR comes into effect.  

 

In the following, the study explores the key privacy principles forming the General Data 

Protection Regulation and analyses their effectiveness in the context of wearables. It 

will be elaborated how other Regulations regarding privacy are complementing the 

GDPR such as the AI Act, the ePrivacy Regulation and the AI Liability Directive.  

 

The six following principles relating to processing of personal data are set out in Article 

5 of the GDPR.  

 

 

Figure 3-1 General Data Protection Regulation Principles 
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Lawfulness, fairness, and transparency  

The GDPR defines that the data processing must be lawful, fair, and transparent in 

relation to the data subject (GDPR, Article 5.1a). The processing is lawful when a legal 

ground can be found (GDPR, Article 6). As explained before, the legal ground for in-

troducing wearables could be the legitimate interest of the company to justify the data 

processing.  

 

Fair processing aims to balance the interests of the controller and the data subject. 

(Şandru 2020).That means balancing the interests of the company with employees’ 

personal rights. Fairness does not only include the verifiable fact of being fair in terms 

of being lawful, but it goes beyond this aspect. It is related to the provision of infor-

mation about data collection and processing and that all information necessary for the 

data subject are provided and communicated (GDPR, Article 2 and 14). Therefore, 

fairness represents both lawful behaviour and a value system characterized by impar-

tiality and appropriateness.  

While fairness is closely related to transparency, it goes beyond transparent com-

munication and also includes appropriate behaviour towards the data subject (Mitrou 

2018). Defining the principle of fairness is complicated because it depends on subjec-

tive factors such as what kind of behaviour is considered fair (Şandru 2020). But it can 

be said that the concept of fairness does not primarily relate to the rights of data sub-

jects, but rather to the behaviour of data controllers towards them and consequently, 

the respecting treatment of the employee rights (Mitrou 2018). The company needs to 

ask itself if the collection of data is necessary and if the analysis of it is fair and as well 

the consequences deriving out of it.  

 

Data processing must also be carried out transparently (GDPR, Article 5.1a). That 

means the company needs to be transparent to the employee about the whole data 

processing cycle. That includes the data collection, which data will be collected, pro-

cessed and in which way will it be processed, on which legal ground will the data be 

processed and importantly what is the purpose of the data collection. Additionally, 

transparent communication regarding the wearable technology utilized for data collec-

tion and analysis, as well as the storage location of the data, is integral to maintaining 

a transparent approach for personal data processing. 
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Since the principle is so fundamental for data processing it is crucial to check if the 

legal ground is valid and if the degree of fairness and transparency that companies 

introducing wearable technology can offer is sufficient to comply with the GDPR. As 

mentioned before, to lawfully incorporate wearable technology and validate the data 

processing of employee data, the legal ground of “legitimate interest” may apply. En-

hancing organisational performance and considering the beneficial effects for employ-

ees, like increased well-being and workplace safety, could classify as valid reasons to 

be allowed to process data.  

However, the adoption of wearables and the associated risks and opportunities 

must balance the company's interests in increasing performance. When wearables are 

utilized to improve workplace safety and the well-being of employees, it can positively 

impact business performance by increasing employee engagement and reducing turn-

over or sick days, and increasing productivity (Miele and Tirabeni 2020). 

Nevertheless, companies should be aware of the potential impact on mental health 

and the possible negative consequences of monitoring. It is important to ensure that 

monitoring is balanced and does not overshadow the company's commitment to the 

interests and rights of employees. The company may conduct regular evaluations and 

meetings to ensure that the technology's impact aligns with both the company's inter-

ests and the rights of employees. By doing that it can be argued that the company is 

acting lawfully fair and in awareness of the employees right, which leads to compliance 

with the principle. 

Further, the GDPR also requires transparency in data processing (GDPR, Article 

5.1a). The GDPR does not clearly define the scope of transparency. Neither does it 

consider if it is possible in context of innovative technologies to reach such high de-

grees of transparency that would be necessary for the employee to fully comprehend 

the data processing. The challenge with wearable technology especially AI wearables 

arises if it is possible to be as transparent as it would be necessary for the data subject 

to be able to understand the steps and underlying analysis in the data processing to 

give a consent. For instance, transparency about the purpose and nature of the data 

collected is achievable, but full transparency, including explanations of the underlying 

technological processes in wearables and IoT devices and especially AI wearables for 

data analysis, presents difficulties. 

Here the proposed AI Act may complement the GDPR. It points out the necessity 

of checking AI tools carefully for biases to avoid unfair decisions which the AI tool is 

proposing. It obligates the provider of the system to examine the data collection and 
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analysis on biases and suitability. The proposal emphasizes like the GDPR the clear 

transparency about the data use (European Parliament 2023). The AI Act aims to de-

fine the necessary degree of transparency required for data subjects to provide in-

formed consent for the processing of their personal data (European AI Strategy 2023). 

It addresses the lack of definition of transparency in the GDPR. Yet, it remains difficult 

to understand underlying technical processes for the data controller and therefore for 

the data subject, to understand how and why the AI system took a specific decision. 

Even though this lies in the nature of an AI system it can be considered critical in terms 

of ensuring employee data protection when wearables are introduced in the workplace. 

 

Purpose Specification  

To meet requirements of transparency the purpose of data processing must be clearly 

defined and communicated to all parties. This leads to the next principle of purpose 

limitation (GDPR, Article 5.1b). The data must be “collected for specified, explicit, and 

legitimate purposes and not further processed in a manner that is incompatible with 

those purposes” (GDPR, Article 5.1b). The paragraph states that the purpose must be 

well-defined and transparent to the data subject from the beginning on. This allows the 

data subject to give informed consent while ensuring that the transition from raw data 

to processed data is necessary for the purpose and only serves the purpose. In this 

context, it is essential to ensure that any analysis conducted does not change the orig-

inal purpose or legal ground. The purpose limitation principle is a fundamental principle 

also included in the Charter of Fundamental Rights (Mitrou 2018).  

 

The purpose of using wearable technology in the workplace could be to improve per-

formance. However, this purpose of improving performance requires a clear and pre-

cise definition. It is therefore a matter of specifying what performance is, how it is spe-

cifically measured, and what data is associated with it to comply with the principle. The 

health data collected from employees must be exclusively to achieve this purpose, so 

the collection is limited to these essential data.  

If the wearable technology also makes it possible to recognise health issues of em-

ployees, it serves a different purpose than originally intended. This deviation could po-

tentially lead to prohibited actions on the part of the company. As a result, even if the 

purpose is not to reveal such issues, the company must be careful to ensure that the 

processing of data does not unintentionally draw conclusions about the employee's 

health. For instance, considering a scenario in which an employee wears a wearable 
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such as a smartwatch intending to enhance efficiency. These wearables often have a 

built-in GPS system that continuously records the employee's location as soon as the 

wearable is worn and, in many cases, cannot be switched off. This could unintention-

ally give the company insight into the employee's behaviour and not just support them 

perform their work. While these insights do not violate policy, they could provide the 

company with insights that are not desired and accepted with the given consent from 

the employee, which could compromise the employee's privacy rights.  

 

Proportionality  

The so-called “Data Minimisation Principle” is the principle of collecting and processing 

only as much data as necessary for the specific purpose to keep it proportionate 

(GDPR, Article 5.1c). This involves considering the quantity of data collected and the 

extent to which it is processed. In other words, collect as little data as possible and 

process it as little as possible (European Comission). This principle aligns with the 

“purpose limitation principle”, emphasizing the necessity to remain within the defined 

scope of purpose and collect data solely for that specific purpose. This concurs the 

fact that the whole data processing and collection practice must be proportional to the 

purpose that means only the data required is allowed to be collected and processed 

(European Data Protection Supervisor 2023).   

The "storage limitation" principle is aligned with the principle of proportionality and 

states that data should not be kept longer for the original purpose upon it was gathered 

(GDPR, Article 5.1e). Exceptions are made for scientific or historical research, always 

with the consideration for safeguarding the rights and freedoms of the data subjects. 

The principle ensures compliance with the data subjects' privacy right, specifically the 

right to be forgotten (GDPR, Article 17). The question of proportionality is crucial here, 

because it is relevant to the limitation intentions of data collection, processing, and 

storage. 

 

In the case of wearable technology, it is important for the company to carefully consider 

the scope of data the wearable device is collecting to follow the principle of data mini-

misation and purpose limitation and to make sure the data collecting is obligatory to 

achieve the purpose. For example, using a wristband attached to a helmet that 

measures fatigue and alertness can monitor data about brain waves, heart rate and 

temperature. Because the wearable continuously tracks the employee's data through-

out its use, it collects a significant amount of information. The company must ensure, 
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that all data is relevant to achieve the purpose of increasing employee safety in the 

workplace. The analysis of the data must be limited exclusively to fulfil this security-

related purpose, ensuring compliance with GDPR, and preventing any invasion of pri-

vacy. For instance, if the ability to measure the temperature is not relevant to detect 

fatigue and alertness or the workplace does not expose to relevant temperature 

changes, the wearable should not collect this data set. There must be the possibility to 

turn of unnecessary features or simply develop wearables with explicit purpose for the 

company to minimize data collection. If this is not feasible for cost and effort reasons, 

it remains unclear whether wearables therefore fully comply with the principle of pro-

portionality and as well purpose limitation to protect employee data always and in every 

context. 

In addition, the company must assure that the storage of data is deleted regularly 

and checked if the stored data is still necessary to serve the purpose to comply to the 

storage limitation principle. It must constantly question whether the storage of the data 

is relevant and how long the data should be stored to comply with the principle.  

 

Data Quality   

The data quality is crucial to avoid misleading information and predictions from col-

lected data for example regarding performance at work or employee’s health situation. 

Data quality relies on the precision of the data and on keeping the data up to date 

whenever possible (GDPR, Article 5.1d). The General Data Protection Regulation 

states that quality includes not only the quality of the personal data itself, but also the 

accuracy and quality of the analysis, processing, and deletion of the data. In addition, 

the data must be relevant to the purpose of the processing which aligns with the pur-

pose limitation principle and proportionality (GDPR, Article 5.1d). 

 

The principle poses a challenge for data protection and privacy rights of employees 

when companies are introducing wearables, because the data they collect and record 

may not always be accurate and thus, leading to incorrect analysis and inferences 

(Stefano and Wouters 2022). Not complying with the principle provides an opportunity 

for the data subject to oppose to the processing and collection of the data (Stefano and 

Wouters 2022). This would cancel out the positive effects of introducing wearable tech-

nology into the workplace for the company or even deny the company the legal ground 

for data processing.  
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Regarding the completeness and accuracy of the data, the company must trust in 

the wearable technology and the tech company developing it that the design, and in-

stalled sensors are of latest standards to guarantee accurate data collection. Collabo-

ration with the developer is possible to ensure that the technology meets the latest 

standards. This also requires technological knowledge within the company to ensure 

data quality, compliance and to be able to control the developer. Further, the company 

must ensure to update the software and data regularly. The data quality can also be 

defined in a Code of Conduct as a best practice.   

 

Data security and confidentiality  

According to the principle of “integrity and confidentiality” the personal data needs to 

be secured appropriate to ensure confidentiality of the data (GDPR, Article 5.1f). This 

demands protection against unauthorised access and processing by third parties, po-

tential loss, damage, or destruction. Both technological measures and organisational 

processes must be implemented to ensure the data security. The technological and 

organisational measures that could be taken to secure the data should be appropriate 

and are defined in the GDPR like following. For technological measure, the GDPR 

points out for example the two-factor authentication and encryption of data for data 

transmission. Organisational measure means offering staff training, limit data access 

and implement a code of conduct (Wolford 2020).  

Moreover, the principle of integrity and confidentiality encompasses the data sub-

ject’s privacy rights namely the right of access and free flow of data (Brey 2007). The 

person is allowed to access their data and to keep them in a more appropriate form 

and to share them himself if desired without any interference from the data controller 

(GDPR, Article 15 and 20).  

The ePrivacy Regulation complements the GDPR in terms of confidentiality. It com-

plements the GDPR in aiming to ensure specifically confidentiality of electronic com-

munication data including the machine-to-machine communications and thus IoT (Eu-

ropean Digital Strategy 2023). Any inferences if not permitted by the ePrivacy Regula-

tion are prohibited. For instance, the data security during data transmission and con-

sequently the communication between wearable and IoT device is regulated and pro-

tected by the ePrivacy Regulation. It is aligned with the Article 7 of the European Char-

ter of the Human Rights in terms of respecting the person’s private life (European Dig-

ital Strategy 2023). The privacy of the user is object to the regulations and must be 

protected through the whole communication process. 
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The regulation states that data transmitted from one device to another must be 

anonymized and meaning deidentified (GDPR, Article 5; ePrivacy Regulation). It 

clearly regulates that machine-to-machine communication need to ensure confidential 

communication to protect the data transmitted.  

 

The company must secure access to the wearable, the IoT device and the storage 

with, for example, two-factor authentication as suggested in the GDPR to limit the data 

access and ensure confidentiality of the data. Further, the company should ensure that 

the wearable technology and the connected IoT system implemented, can deidentify 

collected data so that the protection of the personal identity of employees can be main-

tained even in the event of unintentional loss or access to the data. An insecure con-

nection over which the data is transmitted also poses a risk of violating the principle of 

confidentiality, as unauthorised access may occur. However, in the case of deidentified 

data, the consequences are less severe, as they cannot be exploited to manipulate 

specific individuals and therefore as well result in lower fines for the company. This is 

another reason data should be encrypted and therefore deidentified from the beginning 

on, so that any unintentional interference in the data process is less severe. It is there-

fore the company's responsibility to ensure the use of secure wearable technologies 

and connections, such as secured Wi-Fi and Bluetooth, to prevent access by third par-

ties to follow legal requirements. These measures ensure legally compliant integration 

of the technology into the work environment and the protection of employees’ rights 

regarding privacy and personal data protection.  

 

Accountability and Liability  

The principle of accountability means that the data controller must demonstrate that 

he complies with the provisions of the GDPR. This means that he must be able to 

demonstrate the type of data collected, the intended purpose and the way they are 

processed (GDPR, Article 5.2). Accountability essentially puts the responsibility on the 

data controller, which may subsequently lead to potential legal obligations and liability. 

In case of neglectful liability, the data controller must compensate the data subject in 

case of damages to said subject or unlawful data processing which scrutinises the data 

of the data subject  

When AI systems are used in the workplace, the data subject has the right to chal-

lenge the decisions proposed by an AI system and to request a review of the data 
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collected. In situations involving damages or discriminatory behaviour, the question of 

liability then comes up (Kingston 2016).  

Further challenges related to wearables may arise when attempting to clarify the 

processing of personal data involving AI and automated decision (i.e., Google 

Glasses). In particular, systems driven by artificial intelligence that make decisions 

without explainable reasons, for instance if there is an algorithm behind, raise funda-

mental accountability concerns (International Conference of Data Protection 2018). 

This means that the decisions AI makes must be reviewed, explained, and evidenced 

to ensure that they are unbiased and free of discriminatory actions, and to meet ac-

countability. However, it is often not possible to understand why an algorithm decides 

the way it does (Mitrou 2018).  

That is why with AI in the workplace arise challenges of accountability and trans-

parency due to the complexity of the data analysis (Rodrigues 2020). The GDPR does 

not provide sufficient protection against sensitive inferences or challenge decisions 

based on inferences (Wachter and Mittelstadt 2018). 

The current liability framework for wearables includes the “Product Liability Di-

rective 85/374/EEC” that offers a civil liability framework for ruling damages caused by 

products or services (DeLuca 2023). For instance, this directive applies to cases in-

volving products like non-AI-enabled wearables and IoT systems, such as the applica-

tion or mobile devices connected to the wearable. Civil liability governs the responsi-

bilities of one party in situations where another party suffers from damages (Dictionary 

Cambridge). The rapid development of innovative technologies is raising concerns 

about the sufficiency of current liability rules. These regulations were introduced in 

1985 and there is uncertainty regarding their adequacy in managing emerging risks 

and providing clear compensation guidelines for damages in current times of new tech-

nologies (Madiega 2023). Recognising this, the European Commission proposed an 

updated version in September 2022, revising on the strict liability of manufacturers, the 

“New Product Liability Directive”. This revised version introduces new possibilities for 

claims for damages and liable parties. The scope of liability is expanded to include all 

parties involved in the product development process who may be responsible for de-

fects and resulting damages, except of only the manufacturer (DeLuca 2023). It is im-

portant to note that the directive solely focuses on “material” damages, such as data 

loss. In contrast, the GDPR covers both “material” and “immaterial” damages caused 

by data processing and thus including intangible violations like inferences against 
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human rights (DeLuca 2023). Yet, the New Product Liability Directive is not sufficient 

to cover all requirements exposed by the innovative technology AI.  

In response to these gaps, the European Commission has put forward a proposal 

to strengthen accountability within the GDPR framework and establish liability rules for 

products or technologies that do meet AI requirements and therefore, fall outside the 

scope of the Product Liability Directive (PLD) (European AI Strategy 2023). This initia-

tive, known as the AI Liability Directive, was presented alongside the AI act to comple-

ment the existing legal framework. While the AI act aims to mitigate AI-related risks, 

the directive focuses on defining liability and compensation claims in cases where AI-

related risks lead to harm (Madiega 2023) 

 

In the current proposal the developer of the AI systems is responsible for the conse-

quences of using AI systems and any failure or unpredicted outcomes of it (Madiega 

2023). The directive’s scope cover harm caused by AI systems to both individuals and 

legal entities, including businesses. In contrast to the new PLD covering primarily pri-

vate persons who able to claim for compensation (DeLuca 2023). The current legisla-

tion generally includes fault-based liability principles, meaning that the injured party 

must prove the responsibility party's fault. The new AI directive offers an alternative, 

permitting claims for damages in business operations that involve AI adoption without 

necessitating a strict fault-based approach. Under the fault-based approach, the in-

jured person must prove that someone was at fault for the damage. Thus, it is espe-

cially important to refrain from this approach given the complexity of AI systems. The 

complexity makes it difficult to match specific inputs to the resulting outputs that led to 

the damage and thus, proving someone’s fault.  

 

For companies that use wearables in the workplace, the implementation of the pro-

posed directive would potentially reduce their immediate liability concerns in the event 

of harm caused by AI-enabled wearables. Even if harm does occur, these companies 

could seek compensation from the manufacturer or developer, i.e., those involved in 

the development process of the wearable. This approach shifts liability away from us-

ers, particularly employees, who would otherwise have to prove a technology-related 

defect in case of damages in the workplace when wearing wearables. It further shifts 

liability from the company only implementing the technology to the manufacturers de-

veloping the technology in case of technological failure or damages related to incorrect 
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decisions made by an AI-enabled wearable. And thus, strengthening employees' 

rights. 

In addition, the directive expands the scope of liability to include possible violations 

of employees' data protection and privacy rights. This includes cases of data loss or 

other forms of damage that violate employees' privacy. This proposal ensures that em-

ployees are covered with compensation when their privacy rights are violated. Yet, 

whether and to what extent the company can ultimately pass on responsibility and hold 

an AI system accountable remains questionable. 

However, the issue of liability remains of importance in protecting employees in 

their work environment, especially when they are provided with technological tools to 

perform their task. As a result, technology is part of the output of the decision-making 

and task execution process and may therefore partly to blame for possible failures.  

 

To conclude, the GDPR lays out two requirements which need to be met to be allowed 

to process data in the first place. If these requirements are met and personal data is 

processed, the GDPR applies. The regulation consists of six key instruments to ensure 

data protection, complemented with the concept of privacy by design and default. The 

proposed AI Act, AI Liability Directive and the Privacy Regulation are complementing 

the legal framework regarding privacy and data protection in context of wearable tech-

nology. The analysis pointed out the effectiveness of the implemented instruments in 

the European law and which role they are playing for safeguarding employees’ privacy 

when implementing wearable technology in the workplace. 

 

3.2 European Legal Framework for Human Rights  

Giving a brief overview of the current legal framework for human rights will set the basis 

for the further analysis of the instruments introduced in the legislation to prevent viola-

tions against human rights when implementing wearable technology in the workplace.  

 

3.2.1 Overview  

The European legal framework regarding human rights includes the European Con-

vention of Human Rights, the European Charter of Fundamental Rights, the European 

Labour Law and the GDPR (see Table 2).  
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Table 3 Overview of the European Legal Framework around Human Rights 

 

The preamble of the GDPR states the link to the European Union Charter of Funda-

mental Rights (Stefano and Wouters 2022). The GDPR aims to protect primarily the 

right to data protection and the right to privacy. Wearable technology in the workplace 

influences the privacy of the employee mainly through the processing of their personal 

data making the GDPR applicable. But wearables have as well significant implications 

for human rights since it is implemented in a workplace working with humans. Thus, 

the further analysis focuses on analysing the human rights implications apart of only 

focusing on the human right to privacy. The Fundamental Rights Charter is also con-

sidered in the analysis, since the international Declaration of Human Rights, as one of 

the most relevant documents for human rights, is laid down in the European politics in 

two documents, namely the European Convention of Human Rights and the Charter 

of Fundamental Rights. For example, the right to data protection is not a human right 

but part of the Charter of Fundamental Rights and yet relevant to assess the privacy 

impact of wearables.  

In providing an overview of the European legal framework in relation to wearables, 

it is therefore important to analyse soft legal instruments such as human rights, in ad-

dition to hard legal instruments such as the GDPR, to be able to answer the research 

question of whether the legislation is sufficient to protect not only employees' privacy 

but also all their human rights. 

 

3.2.2 Analysis   

The European Convention on Human Rights will be the basis for further analysis of 

human rights implications. In the context of wearables and AI particularly important to 
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protect are the right of privacy, equality, and no discrimination (ECHR, Article 8 and 

14). 

 

The potential human rights implications are presented in the table below and will be 

elaborated upon in the following, along with how the legal framework protects them. 

 

 

Table 4 Human Rights Implications 

 

The amount of data collected with wearables and further data processing, including 

data analysis, may lead to unequal treatment of employees. There is a possibility of 

discrimination based on performance data, which may lead to violations of human 

rights to non-discrimination at the workplace and equality as laid out in 2.2 (Rodrigues 

2020).  

For instance, it may lead to discrimination if the manager favours one employee 

based on performance data or dismisses another employee based on weaker perfor-

mance, even if the latter accomplishes the required task in the given time but does not 

perform at the level desired by the manager. The possibility of direct comparison of 

performance levels can then lead to a violation of the human right to equal treatment 

at work and consequently, favours discriminatory behaviour. Another aspect is the lack 

of transparency of algorithm behind a wearable or an IoT Device, executing the data 

analysis may lead to biased and discriminatory outcomes of the analysis or decision 

proposed by the technology.  

Additionally, using wearables and setting performance standards based on them 

can potentially violate the fundamental human rights of people with disabilities, 
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particularly their right to work and equal treatment (Latonero 2018). Relying heavily on 

wearables for performance evaluation risks overlooking the unique challenges and 

abilities of people with disabilities, which can lead to discriminatory practices in the 

workplace. 

 

Several instruments implemented in the GDPR may protect such violations of human 

rights to non-discrimination and equality.  

The principle of defining a specific and explicit purpose laid down in the GDPR may 

restricts the data analysis and the possibilities of exploiting analysis and conclusions 

made from the analysis to prevent discriminatory outcomes.  

Another principle of the General Data Protection Regulation relevant to protect 

against data misuse and reduction of the probability of data being used for discrimina-

tory purposes is the principle of data confidentiality and integrity. This is achieved by 

limiting access to data and devices through secure authentication systems and requir-

ing deidentification of personal data.  

Ensuring transparency with respect to data processing when using performance 

data is as well essential to protect the right to non-discrimination and equality and pre-

vent potential abuse of the data (Sekalala et al. 2020). Transparent processes may 

ensure, that AI systems decisions or the data sets filling them are not biased and thus, 

taking discriminatory decisions. Especially wearables with AI capability could override 

the decision of employees leading to inequalities between technology and human and 

therefore leading to discriminatory effects, if the AI system is biased (Latonero 2018). 

The existing legal framework primarily focuses on preventing traditional forms of hu-

man discrimination, which differ significantly from the more subtle, intangible, and chal-

lenging-to-detect automated discrimination (Wachter et al. 2021). There is scope for 

strengthening the current legal framework to detect and prevent automated discrimi-

natory activity.  

 

Introducing innovative technologies like wearables in the workplace has significant im-

plications for working conditions and the job market, as highlighted in the study "AI and 

Digital Tools in Workplace Management and Evaluation". This impact encompasses 

various aspects, including the creation of new job roles, changes to existing ones, al-

terations in remuneration, concerns related to health and safety, shifts in the job mar-

ket, and potential employee dismissals (Rodrigues 2020). 
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The integration of wearables may lead to new work requirements being created or 

existing work profiles being changed, requiring staff to be retrained, a challenge that 

may not be feasible for everyone. As an example, wearables can collect data to fill 

scheduling systems powered by AI, which can optimise work schedules, ensuring that 

the necessary skills and the right number of employees are available precisely when 

needed. This can result in a reduction in the overall workforce size. These impacts 

have the potential of violating the human right to work and the right to protection against 

unemployment due to severe changes in the job market (CFR, Article 15 and 31). Pro-

tection from unemployment requires a commitment by enterprises to provide employ-

ment opportunities and access to paid work. It is important to recognise the interde-

pendence between the right to work and protection from unemployment, as one cannot 

fully enjoy the right to work if one is not protected from unemployment (Hornuf et al. 

2023). The International Labour Organisation (ILO) has included regulations in labour 

law to set standards for the termination of employment. The Convention to Termination 

of Employment, 1982 states for instance justifications reasons for termination and a 

procedure against termination. Employees cannot be dismissed based on their race, 

gender, or political opinion or for misconduct (International Labour Organisation 

6/2/1982). However, dismissals and terminations of employment based only on poor 

performance are permitted and may make it more difficult for employees with poor 

performance. AI and wearables can quantify performance and personnel decisions can 

be made based on it and thus, may violate the right to protection from unemployment.  

 

Further, the severe changes in the labour market may have implications for the right 

to favourable conditions of work. Favourable working conditions include elements such 

as fixed break times and the avoidance of overtime, as well as ensuring a safe and 

healthy working environment.  

Wearables have the potential to blur the lines between worktime and breaktime 

when employees use wearables in the workplace and thus may violating the right to 

favourable working conditions (Stefano and Wouters 2022). Regularly and time-fixed 

break times are crucial to uphold this right.  

The GDPR does not offer legal protection to safeguard the human right in the first 

place but the labour law specifically ruling the workplace introduced instruments that 

may protect it. The Working Time Directive (WTD) as part of the labour law outlines 

specific break hours relative to total working hours (European Parliament; Council of 

the European Union 8/2/2004). Consequently, it sets a legally mandate break times to 
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prevent violations against the right for favourable working conditions. Ensuring that 

wearables do not disrupt employees during break times, for instance, by sending alerts 

for physical inactivity or work-related notifications, is therefore crucial to protect and 

comply with the human right (Stefano and Wouters 2022).  

Additionally, the right to disconnect outlined in the labour law, protects the right as 

well to favourable working conditions. Employees have the right to disconnect from 

work-related apps or take of the wearable’s device outside of working hours without 

facing consequences from the employer (WTD, Article 9 and 10). That reduces the 

potential interruption in their personal sphere and improves working conditions. Com-

pliance with this principle can be achieved through design and the default settings of 

wearables. As highlighted by Rodrigues (2020), default settings that are appropriate 

can ensure GDPR compliance (Rodrigues 2020).  

Furthermore, wearable technology's potential to dehumanise the workplace raises 

concerns about its impact on working conditions. Thus, it can be argued, that it has 

negative implications for the working conditions, and this interfering with the right to 

favourable conditions at work. As it is technology’s nature not to be human, the legal 

framework has difficulty in directly addressing this impact of wearables technology and 

reducing the risk of human rights violations. 

 

Wearables continuously monitor work performance. This could offer companies rea-

sons to overuse fixed-term contracts by using the performance data to justify the con-

tracts or to terminate employment (Stefano and Wouters 2022). EU Directive 

1999/70/EC implements rules to prevent employers using repeated fixed-term con-

tracts (Council of the European Union 6/28/1999). But the law has it limits. It is seen 

critical, that the directive is sufficient to protect employees from abusing the data and 

take advantages of it and thus, violating the human right to favourable working condi-

tions and the right to work and as well right to non-discrimination (Stefano and Wouters 

2022).  

Yet, the Article 22 of the General Data Protection Regulation may offer legal pro-

tection because according to this, employees have the right not to be subject to a 

purely automated decision (GDPR, Article 22). Therefore, the company must find other 

reasons to terminate employment and can not only rely on performance data (GDPR, 

Article 22).  

The Transparent and Predictable Working Conditions Directive (TPWCD) enables 

employees to demand employment that delivers safer and more dependable working 
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conditions. (European Parliament; Council of the European Union 6/20/2019). Never-

theless, it is unclear whether this provision will result in a significant improvement in 

working conditions and the effective protection of human rights, as companies are only 

obliged to provide a reasoned reply in writing (Stefano and Wouters 2022).  

 

Wearable technology has technical privacy vulnerabilities, such as unauthorised third-

party access to the wearable device or connected IoT devices. This can lead to viola-

tions of the human right to privacy and data protection including the free flow of infor-

mation (Rodrigues 2020). Due to loss of personal data or exploitation possibilities from 

having sensitive data about individuals. The protection of the right to privacy is linked 

to several other human rights, including the right to freedom of expression and the right 

to information, so it is essential to respect and uphold this right (ECHR, 8; CFR, Article 

8). 

The principles of the General Data Protection Regulation are all based on ensuring 

the fundamental right to privacy and data protection, as pointed out in Chapter 3.1.3 

(ECHR, 8; CFR, Article 8). The ePrivacy Regulation aims to strengthen the GDPR in 

this respect and to limit third party access, thus ensuring the fundamental right to data 

protection and reduce human rights impact.  

The requirements in the GDPR for a legal basis, the principles of fairness, trans-

parency are ensuring the protection of personal data for the employee. In addition, the 

principle of confidentiality and the proposed measures to uphold a certain degree of 

confidentiality are protecting personal data and employee’s right to privacy. 

Transparency requires informed consent of the employee. But even though the 

GDPR sets standards to perform a lawful informed consent, a mistake can occur. Fail-

ure to obtain informed consent, or insufficient consent from the data subject, may result 

in violations of personal data protection, privacy, and individual freedom in the pro-

cessing of personal data (ECHR, Article 5; CFR Article 8). Loss of sensitive information 

can result in exploitation and limit the safety of employees if it is used by unauthorised 

person and consequently employee’s safety.  

Wearables raise concerns if a fully informed consent cannot be given by the em-

ployee due to the complexity of the technology and therefore harm the human right to 

privacy. In such a case, trained staff and a Code of Conduct can prevent serious neg-

ative consequences for the company and the employee and protect human rights. 

Furthermore, the GDPR provides the data subject with the option to raise opposition 

at any time to the processing of data or the analysis and decisions made by AI-enabled 



 

 54 

wearables (GDPR, Article 15). Hence, the control over the personal data and therefore 

their privacy remains with the employee. However, it is argued critically, that the data 

analysis and the decision taken by AI can be understood fully by the employee to op-

pose the decision taking by AI or the data processing. Hence, it can violate the right to 

data protection and privacy and right to free flow of information (Rodrigues 2020).  

It can be said that the current legal framework around wearables is strongly focused 

on preventing harm on the right to privacy by governing their personal data and its 

processing and thus, reducing potential impact on human rights. Yet, there are issues 

that lead to potential human rights violations such as the complexity of technology and 

technical vulnerabilities leading to data loss and unauthorised third-party access.  

 

Concerns are raised regarding the accountability and liability of technology in cases of 

damages, leading to potential human rights implications for fair trial and access to jus-

tice (ECHR, Article 6). Wearable technology may record conversations or interactions, 

which could later be used as evidence in a legal proceeding. However, the context 

surrounding these recordings may not always be clear, thereby creating the possibility 

of misunderstandings or misinterpretations during trial. The data collected through 

wearable technology is vulnerable to unauthorised access or hacking. If confidential 

legal discussions or trial-specific information is obtained by unauthorised individuals, it 

could compromise the impartiality of a trial and hinder an individual's ability to obtain 

justice. If wearables are used by legal professionals, including judges, lawyers, or court 

staff, there may be worries about conflicts of interest or biases introduced through the 

data collected or accessed via wearables. This could undermine the neutrality and 

fairness of the trial.  

As wearables or AI-equipped wearables lack legal personhood, the issue of liability 

is raised, which in turn affects the fairness of the trial process. The current legal regu-

lations are based on strict liability. Yet it must be seen critically that the employee has 

the possible tools to claim for compensation or the allocation of liability is fair (Ro-

drigues 2020). 

Therefore, there are efforts to legally classify AI systems as subjects liable for pos-

sible damages. However, the European Union is cautious about this approach due to 

the significant risks associated with granting AI legal personality. Such a step could 

lead to abuse or inconsistent application (Siemaszko et al. 2021). Diamantis and Grant 

(2017), while acknowledging that granting legal personality to AI systems is possible, 
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consider that such legislative action is morally unnecessary and subject to legal prob-

lems (Bryson et al. 2017; Rodrigues 2020).  

 

Moreover, the European Union highlights its commitment to upholding human rights 

and safeguarding individuals through the introduction of the proposal of the Corporate 

Sustainability Due Diligence Directive (CSDDD) (European Comission 2023a). This 

directive is a significant step towards conducting comprehensive sustainability assess-

ments, which are essential for evaluating and managing the environmental, social, and 

governance risks and impacts associated with a company's operations. The European 

Commission highlights that the primary objective is to ensure environmental and social 

responsibility, maintain strong corporate governance, create a positive corporate rep-

utation, and align with stakeholder expectations (Council of the European Union) . 

Adopting this directive means companies have to meet specific requirements, espe-

cially when dealing with human rights abuses and negative environmental conse-

quences. This, in turn, helps improve the legal framework in relation to privacy and 

corporate responsibility. 

 

In conclusion it can be argued, that implementing wearables into the workplace poses 

risks in violating the human rights. This risk is reduced by strictly adhering to EU regu-

lations, especially the GDPR, as they are based on and seek to protect the human 

right to privacy and the fundamental right to data protection. Not complying with the 

regulatory framework may possibly include violating human rights. Nevertheless, there 

are other human rights that are not directly addressed by the legislation around privacy, 

such as the right to work, right to favourable conditions at work and the right to non-

discrimination. The labour law in particular the working time directive and the conven-

tion to termination of employment aim to comprehend EU regulatory framework to pre-

vent violations against these rights. Yet, an updated version of labour regulations and 

specific directives regarding AI are necessary, to enhance human rights protection and 

fully address all affected rights. Further conduct of a human rights due diligence can 

enhance the protection of human rights. 

 

 

 



 

 56 

4 Privacy Implications of Wearables in the Workplace 

Incorporating wearable technology in the workplace has severe privacy implications 

and potential privacy risks related to data processing by wearables and connected de-

vices. A following framework presents potential privacy risks focusing on the technical 

aspects for privacy protection. Further, the effectiveness of instruments and principles 

within the European legal framework analysed in chapter 3.1 to address privacy risks 

are assessed. Then, recommendations are provided regarding potential actions the 

company can take to protect employees' privacy.  

 

4.1 Privacy Risk Framework 

Wearables and their IoT ecosystem, consistent of a mobile device and a data storage, 

are posing weaknesses for employees’ privacy and data protection.  

Therefore, a privacy risk framework related to wearable technologies is presented be-

low to understand the privacy risks that arise in the data processing cycle. Since wear-

able technologies work closely with amounts of personal data, the impact relating pri-

vacy issues is crucial.  

 

The framework provides an overview of the privacy risks arising from technical circum-

stances of wearable technology. The framework leans on Segura Anaya et al. (2018). 

Further, it points out technological requirements for wearables to mitigate privacy risks 

and protect employees privacy (Segura Anaya et al. 2018). 

 

 

Figure 4-1 Privacy Framework based on Segura Anaya et al. 2018 
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Risks arising in data collection, giving informed consent & authorisation 

1. The first step of the data processing involves the data collection from the wear-

able device. The data type collected from the wearables through the sensors is 

health data and therefore classified as highly personal (Maltseva 2020). The 

data contains information about for example the heart rate, activity status, or 

oxygen saturation. Because it is personal information, the data is classified as 

sensitive and confidential and potential loss of such information raises severe 

privacy concerns. That is why data processing of personal data requires a spe-

cific process (European Comission 2023d).  

The data is collected by the wearable device. It necessitates obtaining permis-

sion from stakeholders owning the device to record such data about the em-

ployee. Stakeholders are for example employers or project leads so the one 

owning the device. The permission is so-called informed consent. Getting the 

informed consent is crucial because the employee has the right to decide when 

and with whom to share collected data (Segura Anaya et al. 2018). It belongs 

to the fundamental right of the person to decide over the purpose of the data 

collected (European Union 2023). Privacy risks can arise if the informed consent 

is given without the full knowledge over the data processing of the personal 

data.  

Another risk is posed by authorisation issues of the device. Not sufficient se-

cured devices with weak authorisation or a pin systems may lead to privacy 

vulnerabilities through poorly protected data on the device (Segura Anaya et al. 

2018). 

Risks arising in the Data Processing Cycle: Transfer, Analysis and Sharing  

2. The wearable device transfers data to a connected mobile device for the data 

analysis and to facilitate data access and make it more visually clear to the user. 

The data is transmitted usually via a Bluetooth connection, which has potential 

vulnerabilities. First, insufficiently secured connections could allow unauthor-

ised third party-access (Thierer 2014). Second, identifiable data poses privacy 

risk in case of data loss. So, during the data transfer process should the data 

be deidentified. That means separating the identity from the data and encrypting 

the data to reduce or eliminate privacy risks. For example, cryptographic tools 

can deidentify data (Wolf et al. 2016).  
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3. The next step in the data processing cycle is the data analysis from the mobile 

device. It can lead to create new information by combining raw data. This can 

invade the employee's privacy if the analysis reveals information about the em-

ployee that the employee has not given permission for. It is essential that the 

employee gives specific permission for the analysis (Segura Anaya et al. 2018). 

4. The mobile device transfers data to a cloud storage via Wi-Fi connection. Data 

transmission via a Wi-Fi connection holds similar privacy risks to the Bluetooth 

transfer from the wearable device to the mobile device. The connection over 

WI-FI is vulnerable to third-party access without the consent of the user and to 

hacking. Here, identifiable data  poses privacy risks as well in case of data leaks 

(Thierer 2014).   

5. The last step in the data processing is the data sharing. The data sharing from 

the local storage to a cloud application with for example social media is reveal-

ing risk gaps as well. Data leaks or poorly secured storages can lead to a loss 

of information (Wolf et al. 2016). 

A secure data process is crucial in terms of privacy and data protection. The framework 

identifies the interfaces where wearable technology could violate the data protection 

and where technical requirements are necessary to protect privacy and personal data 

of the employee. It highlights technical requirements to secure privacy when imple-

menting wearable technology in a work environment.  

 

4.2 Privacy Risks addressed by the Legal Framework  

Examining the privacy risk framework, which outlines the privacy risks arising when 

implementing wearable technology in the workplace from a technological perspective, 

it will now be assessed whether the European legal framework adequately addresses 

the presented risks.  

 

Risks arising in data collection, giving informed consent & authorisation 

Due to the fact, that personal data is collected with wearables, the data protection reg-

ulation applies and aims to secure the sensitive data in data processing cycle (Wolford 

2020).  

 

The informed consent is necessary to lawfully process and record data (GDPR, Article 

4). It gives the control and right to the employee deciding over the processing of their 
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data and to protect the employees right to decide over the purpose of their data col-

lected (GDPR, Article 5). To secure the privacy and thus the personal data of the em-

ployee obtaining the informed consent correctly is crucial, as pointed out in the Privacy 

Risk Framework. Therefore, the GDPR defines that the informed consent must be 

given freely, specific, well-informed, and explicit (Wolford 2020).The GDPR further 

states that the data processing, including the purpose of the data collection and the 

insights into the data analysis, must be transparent for the employee to give legally 

accepted informed consent. Transparency enables individuals to give informed con-

sent and gives them the opportunity to intervene in cases where they perceive a viola-

tion of their human rights (Sekalala et al. 2020). However, transparency is also im-

portant for lawfulness, to meet legal requirements, data processing must be transpar-

ent. Even though the General Data Protection Regulation clearly defines the require-

ments for the informed consent and transparency over the data processing cycle, it is 

argued critically that the company can ensure such a high level of transparency to 

understand the steps and the underlying analysis in the data processing to give in-

formed consent. It raises concern about lawfully, fairness and transparent data pro-

cessing and if it can be fully reached.  

The lack of transparency in data processing and in the GDPR poses a privacy risk 

that the proposed AI Act aims to address and resolve. It aims to ensure higher trans-

parency when introducing AI systems in the workplace to address the challenge of a 

lawfully consent. It provides a narrower definition of the scope of transparency, but it 

remains unclear whether it is possible in practice for the company to achieve even this 

more concretely defined level of transparency. However, including a code of conduct 

about wearable technology at the workplace could be beneficial for the principal of 

fairness and transparency. It supports clear communication of purpose and scope of 

use and analysis of the data and as well as the communication of values and rights 

related to the technology. 

 

When it comes to data collection, the General Data Protection Regulation specifies 

that organisations should only collect data that is necessary for a specific purpose 

(GDPR, Article 5.1b). This principle, known as data minimisation, is designed to limit 

the unnecessary collection of data from wearables, reducing the potential for the use 

of large data sets. 
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As pointed out in the privacy framework, a non-secure authentication to access the 

wearable device poses a risk to lose or exploit employee’s personal data. Thus, the 

GDPR states in Article 5.1f about the principle of confidentiality, that the data must be 

secured appropriately and further proposes concrete measures to ensure data secu-

rity. Proposed measures are the security of wearables and the mobile device with two-

factor authentication to reduce risk of unauthorised access to the devices. Additionally, 

should the wearable be capable of deidentify data to ensure from the beginning a se-

cure data transmission (GDPR, Article 5.1f). In case of damages or loss of personal 

data, the consequences for the employee are less severe when the data is deidentified 

and there cannot be made direct conclusions to the identity of a person. Here, 

measures such as cryptographic tools are presented. Another measure is providing 

staff with training in data integrity and confidentiality. It can serve as a preventive meas-

ure against serious consequences in situations of technological failure or when encryp-

tion and other cryptographic tools are not feasible. This training may help implementing 

a mindset that ensures these principles are upheld in every operation involving data.  

 

Risks arising in the Data Processing Cycle: Transfer, Analysis and Sharing  

Privacy risks arising in the data transmission process are addressed by the GDPR 

through the principle of data confidentiality and data security (GDPR, Article 5.1f). Data 

confidentiality and integrity does not only include the data itself, but the data transmis-

sion processes, and thus electronic communications must be confidential as well. The 

GDPR and the ePrivacy regulations are ensuring the governing of connections and 

communications like Wi-Fi and Bluetooth connections within IoT systems. The regula-

tions state that connections must be secured to ensure data protection and privacy for 

the employees. This will prevent third-party access or hacking attacks which means an 

invasion into the privacy sphere of the employee. In addition, the ePrivacy Regulation 

protects data loss through communication processes or data sharing, such as social 

media sharing. This efficiently reduces privacy risk regarding data transmission.  

 

Another principle addressing privacy risks of wearables is the purpose specification 

(GDPR, Article 5.1b). The definition of a specific and explicit purpose and the require-

ments of being transparent to the data subject about the purpose, restricts data anal-

ysis of raw data. This can limit exploitation possibilities of the data analysis and may 

protect the abuse of personal data. 
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Furthermore, the principle of proportionality, including the limitation of the storage 

time, prevents potential privacy invasions due to data misuse (GDPR; Article 5.1c). 

The regulation states that data processing must be proportionate to the purpose and 

that the storage time is limited. Data must not be stored no longer than necessary for 

the stated purpose (GDPR, Article 51c). This can help reduce the privacy risks result-

ing from unauthorised access to the storage medium or accidental loss of data. 

In Addition to necessary technical requirements to ensure privacy protection the 

company should offer appropriate training for the staff in data confidentiality and integ-

rity to enhance privacy and reduce negative impacts in case of technological failures 

or data loss.  

 

The provisions of the legal framework, in particular the General Data Protection Reg-

ulation, comprehensively addresses the privacy risks related to the protection of em-

ployees' personal data when wearable technology is used in the workplace. This 

framework focuses on a high level of confidentiality when dealing with such sensitive 

information. It is committed to limit data collection strictly in line with specified purpose 

and enforces restrictions on the duration of data storage, thereby minimising potential 

privacy risks. Furthermore, it provides clear guidelines to mitigate risks arising from 

unauthorised third-party access to portable devices or the data transmission links. Re-

quired measures include the implementation of two-factor authentication for device ac-

cess and the use of cryptographic tools to deidentify data. 

Nevertheless, it is seen critical, whether it is possible to implement the measures 

with the current technical conditions and if the wearable technology meets the require-

ments. Therefore, the next chapter discusses the concept of privacy by design and 

default to highlight the importance of cooperation between the developing company 

and the using company of wearables. Cooperations to develop the technology with 

privacy by default may efficiently mitigate possible violations of privacy rights and risks 

posed by technical features.  

 

4.3 Privacy by Design & Default  

While the principle “Privacy by design and default” does not directly belong to the data 

protection principles, it serves as an important guideline that emphasizes the need to 

implement data protection into the core of the development process (GDPR, Article 

25). This is achieved by incorporating the principles into the technology development 
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process, promoting the idea that data protection should be an inherent, integral part 

and not an optional add-on when developing and implementing wearables.  

Privacy by design means that a IT tool is built with automatically protection of per-

sonal data by default (Cavoukian 2009). This approach ensures that privacy remains 

untouched even without specific action by the user. The General Data Protection Reg-

ulation requires that organisations adopt a "by design and by default" approach to data 

protection in all their operations that deal with data (GDPR, Article 25). This proactive 

strategy aims to seamlessly integrate data protection into the architecture of systems 

or tools, making it an integral feature of core functionality. It promotes incorporating 

privacy into business practices and technologies without treating it as an add-on. In 

essence, prioritising privacy becomes the foundation for any new development and 

technology integration in the workplace. 

Closely linked to this principle is the central concept of data security in the GDPR. 

All actions must prioritise data security by implementing specific technical and organi-

sational measures. This aspect fits into the design and default principle, as every new 

technology integration requires such measures to align with the requirements of the 

GDPR. 

 

In accordance with this principle, features of a wearable like two-factor authentication 

or data encryption become essential to comply with the principle of Privacy by Design 

and by Default. Consequently, wearables must uphold a certain level of data security 

throughout the entire data processing cycle to ensure compliance with the GDPR. The 

responsibility to follow the concept of privacy by design and default lies both within the 

company and within the technical design of the wearable. Embracing this concept not 

only ensures compliance but also fosters alignment with other privacy principles such 

as purpose specification and proportionality. When wearable technology is developed 

to collect only the data essential for a clearly defined purpose, it naturally aligns with 

the principles’ requirements, without necessitating any adjustments on the part of the 

company.  

Article 25 does not provide guidance for technological development but is intended 

to always keep privacy in mind and to provide legal incentives (Bygrave 2017). In ad-

dition, Article 25 lacks clarity on the goals and methods for achieving the “Privacy by 

design and default” and does not provide solid incentives to comply. Moreover, it hin-

ders communication with those immediately involved in the design and development 

of such a system (Bygrave 2017).   
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Yet, the concept underscores the importance of appropriate technological require-

ments and the crucial cooperation of companies adopting and companies developing 

technology to ensure data protection and employees privacy at a top priority.  

 

 

5 Case Study: Germany  

For evaluating the efficacy of the integration of EU privacy and human rights regula-

tions on a national level, the current legal framework in Germany will be outlined. This 

will include highlighting the similarities and differences with the European framework 

and identifying relevant supporting institutions. 

 

 

Figure 5-1 German Legal Framework 

 

Germany was the first member of the European union to adopt and harmonise the 

legal framework for privacy at national level with the GDPR. While the GDPR holds 

supremacy and binds national legislation, it also allows for national laws to specify and 

elaborate on GDPR's provisions (European Comission). In order to comply with the 

GDPR, Germany introduced the Federal Data Protection Act in June 2017, which offi-

cially came into force in May 2018 together with the GDPR (Data Ethics Commission). 

The Federal Data Protection Act together with the GDPR, forms the basis of data pro-

tection laws in Germany (Federal Government of Germany 5/25/2018). In November 

2019, a second act supplementing and modernising data protection law was intro-

duced (Hornuf et al. 2023) At the European level, the ePrivacy Regulation was inte-

grated into German law through the German Telecommunication Act with effect from 

December 2021, complementing the BDSG and thus the legal framework around pri-

vacy (Hornuf et al. 2023). 

 

The BDSG is the main important data protection law protecting privacy in Germany as 

the GDPR is on European Level. The BDSG has similarities with the GDPR but as well 

distinct sections in the regulation.  
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The scope of the BDSG differ from and complement the GDPR. The BDSG applies 

to public and private authorities specifically setting a focus on businesses (Nebel 

2022). This leads to more specific requirements for private companies in the BDSG in 

contrast to the GDPR which addresses data protection more generally (Nebel 2022). 

For instance, the BDSG specifically protects employee’s personal data processing in 

the workplace context (BDSG, Section 26). The data processing for employment-re-

lated purposes states that the data processing is allowed to support decisions regard-

ing hiring or terminating employment or if it necessary for the exercise or fulfilment of 

rights and obligations of the employee representation (BDSG, Section 26).  

To proceed with this, the employee's consent remains essential. The BDSG like in 

the GDPR defines that the consent must be freely given (BDSG, Section 26.2). Fur-

thermore, the BDSG emphasises the importance of this free choice, especially in lights 

of the possible imbalance of power between employers and employees due to their 

different positions of influence (as outlined in Chapter 2.2.1). The section 26 states, 

that “consent may be freely given in particular if it is associated with a legal or economic 

advantage for the employee, or if the employer and employee are pursuing the same 

interests.” (BDSG, Section 26). By establishing these criteria for consent, it can miti-

gate the potential power imbalance that may arise from the use of wearable technology 

and data collection in the workplace. In particular, data processing in the context of the 

employment relationship is permitted under collective agreements (BDSG, Section 

26.4).  

In Addition, the BDSG is stricter in the appointment of a data protection officer (Ne-

bel 2022). Companies are obliged to appoint a data protection officer if more than 

twenty people are permanently involved in data processing (BDSG, Section 38.1). The 

GDPR instead makes it obligatory for public authorities, if data is processed on a large 

scale and regularly and if specific data categories are processed like biometric data 

that makes a person identifiable (GDPR, Article 37 and Article 9). In contrast to the 

broad terms of the General Data Protection Regulation, the BDSG offers more con-

crete requirements for companies to comply with the regulation.  

While Article 34 of the GDPR grants the Member States discretion regarding the 

permitted levels of fines, the BDSG provides for different levels of fines (GDPR, Article 

34; BDSG, Article 42 and 43). Article 42 and 43 of the BDSG outline fines ranging up 

to €50,000, and in exceptional cases defined by BDSG Article 43, fines can go up to 

€300,000. On the other hand, the GDPR imposes fines of up to €20 million or 4% of 

revenue, whichever is higher (GDPR, 85.5; BDSG, Articles 42 and 43).  
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Another notable difference is the definition of non-monetary fines. The GDPR lacks 

a clear definition of non-monetary or "non-pecuniary" cases, whereas the BDSG pre-

cisely defines non-monetary damages and includes damages that are not quantifiable 

(Knetsch 2022).  

 

Certain actions in relation to data violations are treated as a serious interference with 

personal rights in German legislation and are thus treated as criminal offences. Such 

actions are unauthorised access to a substantial amount of data or inadequate data 

security that allows third parties easy access, constitute criminal offences, and fall 

within the scope of the German Criminal Code (StrafGb, Article 202a-d). Insecure data 

transmission and connections are also criminal offences under the Criminal Code, 

which are explained in more detail in Article 303 (StrafGb, Article 303). Therefore, the 

legal framework in Germany underscores the gravity of data abuse and such violations 

of privacy due to the classification as a criminal act.  

 

The BDSG complements the GDPR in the mentioned areas and introduces its own 

sections to close interpretation gaps within the GDPR. In contrast, the GDPR maintains 

a strict approach to fundamental privacy principles such as proportionality, transpar-

ency, and purpose limitation (GDPR, Article 5; BDSG, Section 67). It emphasises data 

security and confidentiality as well, without allowing significant room for different inter-

pretations (BDSG, Section 64). 

 

To summarise privacy measures under the German legal framework, the German Tel-

ecommunications Act works alongside the BDSG to regulate secure data communica-

tion and connections. This is similar to the ePrivacy regulation, which is implemented 

at the European level. 

 

In contrast to the privacy framework, Germany's approach to artificial intelligence still 

lacks specific actions and regulations. In 2018, a strategy was put in place, and up-

dated in 2020, which outlines a guideline to support a national AI-favoured economy 

(Federal Government of Germany 2020). The General Data Protection Regulation 

(GDPR) and the Federal Data Protection Act (BDSG) aim to guarantee secure data 

processing and privacy in context of AI and wearable technology. Nonetheless, a con-

crete legal framework besides of a strategy that guarantees the protection of privacy 

and human rights in context of AI and wearable technology sufficiently, is yet to be 
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established. Notably, Germany's federal structure means that each state approaches 

AI policy differently, raising questions (Jobin et al. 2021). This makes it more challeng-

ing to establish a binding policy equally applicable to all countries.  

The AI Act and AI Directives currently remain under discussion at the EU level and 

have not yet been implemented, which could explain the absence of specific AI regu-

lations in Germany. Implementing regulations and raising awareness of specific AI 

methodologies at European level may encourage subsequent national adaptations. 

 

The legal framework around the protection of human rights in the digital age is a top 

priority in Germany (Nebel 2022; Data Ethics Commission). The German government 

actively supports the work of the UN Human Rights Council and is committed to further 

strengthening the role of the High Commissioner for Human Rights. In terms of human 

rights initiatives, Germany is one of the most active Council members in the European 

Union (Foreign Office Germany 2022).  

 

Artificial intelligence and wearable technology have the potential to make discrimina-

tory decisions or produce biased analyses due to the possibility of discrimination in the 

data. The General Equal Treatment Act (AGG) is designed to enhance employment 

relationships and application procedures by reducing these unwanted effects. AGG 

also prohibits discrimination in various areas, including the workplace (AGG, Article 

2.1). However, it is important to understand the underlying implications of AI analysis 

and to ensure unbiased decision-making by the technology, similar to the challenges 

the EU is facing in discussing the AI Act. 

 

The GDPR implements fairness principles and transparency requirements to reduce 

risks of discriminatory behaviour. The principle of transparency in the GDPR is rein-

forced in German law alongside the strict laws on general terms and conditions that 

also apply to data protection (Tribess 2023). Additionally, this law requires parties ac-

cused of discrimination to provide evidence of non-discriminatory activities and explain 

their decisions, which can pose challenges in the context of AI and its underlying pro-

cesses (Tribess 2023). 

 

In addition to legislation protecting privacy and data, Germany has reinforced its legal 

framework by several institutions. 
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Germany established a Data Ethics Commission. This Commission aims to ensure 

ethical incorporation of emerging technologies. Created in September 2018, the fed-

eral data ethics commission proposes and supports the government on legal and eth-

ical questions related to information technology, including artificial intelligence (Data 

Ethics Commission). The commission plans to introduce forthcoming legislation that 

takes into account various perspectives, including technical, ethical, legal and socio-

logical viewpoints, with the aim of creating a comprehensive framework for digital-era 

privacy and data security (Hornuf et al. 2023). It shows that the German approach 

emphasises the inclusion of different perspectives and that not only a legal framework 

needs to be put in place, but that more aspects need to be considered when working 

with data and technology in the workplace.  

 

Furthermore, work councils in German companies have a strong impact on the national 

legislation around employees’ rights. Work councils are playing a crucial role in the 

implementation of new technology in the workplace as stated in the Work Constitutions 

Act (European Comission). The Works Council Modernisation Act, applied in June 

2021, even strengthen this position and their rights with the focus on projects regarding 

AI (Tribess 2023). Further, the new act states, that the employer must inform the work 

council about planning of the implementation of AI systems for work processes. This 

grants the council the authority to mitigate power imbalances between employer and 

employee and ensures that employee interests are taken into consideration. Further-

more, the council can regularly review and confirm the legal grounds of "legitimate 

interest" for data processing to maintain transparency and accountability. 

 

In Germany, the trade union is another institution that strengthens the legal framework 

for employees. By formulating a comprehensive strategy for the integration of AI, trade 

unions can ensure a framework that protects privacy and human rights (Nebel 2022). 

Furthermore, they possess the power to campaign for the implementation of policies 

that conform to the fundamental values of human-centred technological design. Trade 

unions in Germany are integrated into strong networks, which gives them considerable 

power and influence. This can mean that they have a significant say in the processes 

of technological development and implementation (Haipeter 2020). Additionally, their 

national and works council collaborations allow them to make a far-reaching impact on 

a nationwide scale and within companies at an institutional level. 
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Germany has a legal framework concerning privacy and human rights, demonstrating 

a strong commitment to the European Union and the fundamental rights of citizens and 

employees. Nonetheless, the regulations for AI are currently inadequate. Germany's 

current approach to data protection and adapting new technologies involves a frame-

work that strongly emphasises ethics. This is demonstrated by the establishment of a 

data ethics commission, which intends to show Germany's commitment to this area. In 

addition, the protection of employees' human rights in the digital age is supported by 

bodies such as trade unions and work councils. This approach could serve as a model 

for other countries to adopt in their efforts towards privacy protection. 

 

In terms of future prospects, it is essential to enhance a more comprehensive legal 

framework in place that explicitly addresses the issue of AI. There is also a need for 

institutional strengthening and regular strategic meetings between organisations, work 

councils and trade unions as part of an ongoing process when implementing new tech-

nologies. It is also important to adapt a perspective that regards new technologies and 

their rapid development as a process. It is essential to regularly monitor and adjust the 

AI strategy accordingly, instead of solely relying on regulations (Krzywdzinski et al. 

2023). To enhance their participation, Germany could broaden the understanding of 

digital processes among work councils (Haipeter 2020). Furthermore, the foundation 

for assuring that the roll-out and expansion of innovative technologies are competitive 

and beneficial to the economy is the creation of supportive policies. As Germany has 

underlined in its AI Strategy 2020, the objective is to have a positive influence on the 

economy (Federal Government of Germany 2020) 

Yet, it's debatable whether the current framework is robust enough to balance the de-

mands of competitiveness with ethical and regulated AI environments (Krzywdzinski et 

al. 2023).   

 

 

6 Envisioning a Comprehensive Future Framework  

The remaining legal and ethical challenges are outlined in the following section. Addi-

tionally, a comprehensive framework is presented, which adopts a multi-stakeholder 

approach to implement these challenges and protect privacy and human rights in the 

workplace through the use of wearable technology and AI.  

This framework is followed by an outlook on the significant factors required for suc-

cessfully integrating wearable technology into the workplace 
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6.1 Legal, Technical and Ethical Challenges 

Chapters 3.1.3 and 3.2.2 analyse the instruments in the European legal framework and 

their impact on the protection of employees' privacy and human rights. The evaluation 

considers the impact on human rights and privacy risks, determining the appropriate-

ness and adequacy of these tools to address the research questions (Chapter 4 and 

3.2.2). Identifying the remaining challenges assists in identifying areas that may be 

insufficient and could be improved to enhance the protection of employees' rights. 

Implementing wearable technology in the workplace is ruled by a legal framework 

around privacy and human rights. Especially the European framework analysed is pop-

ular for being one of the taffest worldwide. However, the existing regulatory system 

lacks provisions to protect employee rights and prevent harmful ethical effects resulting 

from the use of wearable technology. Consequently, legal, and ethical challenges per-

sist in the adoption of wearable technology in the workplace. 

 

In the European Union's legal framework, the GDPR states the principles of lawful, fair, 

and transparent data processing. There are concerns regarding the level of fairness 

and transparency achievable to protect privacy and human rights sufficiently, particu-

larly with regards to equality and the right to non-discrimination. The GDPR does not 

concretely state the scope of transparency or fairness and leaves room for interpreta-

tion in the definition of these terms. Although the AI Act aims to bridge the gap and 

complement the GDPR in defining the scope of transparency, it is not enough to solve 

the difficulty of understanding the underlying processes of how and why the AI system 

made a certain decision and the algorithm behind a data analysis. This raises the ques-

tion whether the company and employee can understand these technical processes 

completely to fulfil the transparency principle and provide legally informed consent. 

The informed consent is dependent on the information provided by the company to the 

employee, who can either accept or refuse the terms of data processing. It is unclear 

whether wearable technology can achieve the necessary level of transparency to com-

ply with the transparency principle. Additionally, due to the complexity of the techno-

logical processes, it is critical to assess whether the employee or the company acting 

as data controller can understand all the underlying processes and the decisions made 

by the system and can object to the decisions made. Meeting these technical require-

ments is essential to ensure transparency and avoid potential violations of privacy. 

Moreover, with the vague definition of fair data processing in the legal framework, the 

company must find a way to ensure that it is fair to the employee. This raises ethical 
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concerns about whether the rules are adequate to guarantee that the company acts 

fairly and is not just trying to improve its business results. Achieving fairness at all 

stages of data processing remains a challenge when introducing wearables in the 

workplace. 

Further, the ongoing challenge of finding a legal basis for the processing of personal 

data collected through wearable technology in the workplace has been shown to be 

significant and complex. Establishing a valid legal basis grounding it on “legitimate in-

terest” is currently the solution under consideration but is seen critical. Balancing the 

rights of the data subject and controller is crucial for avoiding violations or compromises 

of human rights of employees. Justification of the legal base of "legitimate interest" for 

allowing data processing continues to be a difficult task. 

 

Another remaining challenge is the issue of liability. Legal liability is a pressing concern 

currently under discussion, with unresolved risks and uncertainties presenting a chal-

lenge to the feasibility of holding AI accountable and if the allocation of responsibility 

is fair. The current liability directives are not sufficient, which is why the EU commission 

is currently deliberating on an AI Liability Directive to help protect companies, mitigate 

AI-related risks, and define compensation claims more clearly. A new directive may 

potentially reduce the immediate liability for both the company and its employees by 

putting it on the developer of the AI system. Moreover, it includes compensation for 

both material and immaterial damages. However, it remains questionable how effective 

this will be in practical terms. Can wearables be held legally responsible? There is an 

ongoing debate on whether it is reasonable to assign legal responsibility to AI systems 

or to grant them legal personality. However, there are several uncertainties and poten-

tial risks that need to be resolved initially. Ensuring legal liability is a difficult task but 

with crucial impact on protecting the human rights.  

Going along with the aspect of accountability for damages, assuming responsibility 

for automated decisions is essential. Within the legal framework, accountability implies 

that decisions, whether based on AI and wearable analytics or proposed AI decisions, 

are difficult to challenge and rarely challenged. The GDPR does not provide sufficient 

protection against sensitive inferences made by wearables and artificial intelligence 

systems, or against challenging decisions made based on such inferences. This issue 

could potentially be addressed by the introduction of a “right to reasonable inference” 

(Wachter und Mittelstadt).  

 



 

 71 

The present European legislation lacks specificity concerning the effects of AI on hu-

man rights and privacy. To address this issue and enhance the legal framework around 

wearables and AI, proposed directives and acts are under discussion. 

 

To comply with legal requirements, technological specifications are crucial and must 

be met. These specifications are designed to uphold key principles outlined in the 

GDPR, such as purpose limitation and data minimisation. The regulations emphasize 

collecting and analysing only what is necessary for a specific purpose, maintaining 

data quality to prevent misleading analysis, and basing decisions on accurate data. 

Alongside these regulations, technical features serve to ensure optimal protection of 

personal data: 

• Ensure regular deletion of data from storage and after a specified period to com-

ply with the principle of storage limitation  

• Ensure data confidentiality by using secure data connections, addressing the 

ongoing challenge of protecting data from third-party access 

• Establish secure authentication processes for accessing wearables and IoT 

systems, enhancing privacy protections 

• Secure data transmission and connections  

 

It is however important to note that there are legitimate questions about the adequacy 

of current authentication methods, such as two-factor authentication and cryptographic 

tools, in securing both data and wearable devices. It is essential to recognize that while 

technical conditions can be advanced and improved, their limitations must also be 

acknowledged. AI, for example, lacks the ability to engage in discussions, express 

emotions, or act without intent - qualities that define human behaviour and distinguish 

us as individuals. 

Additionally, compliance with labour rights, favourable working conditions, and the 

right to disconnect can be improved by incorporating precise technical requirements. 

To achieve compliance with these rights, technical conditions and design and default 

settings of wearables should be considered, as per Article 25 of the GDPR, which es-

tablishes the principle of data protection by design and default settings. Technical mod-

ifications could besides of their beneficial effects on the protection of personal data, 

prevent wearables from disrupting workers during their breaks by sending alerts about 

inactivity or work. However, there are uncertainties about the feasibility of these ad-

justments and the availability of such features. Furthermore, the GDPR does not 
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specify any measures for technical adaptations to comply with this principle. Conse-

quently, the feasibility of technical requirements and their implications for privacy and 

human rights remain challenging. 

The legal framework and regulations are unable to protect employees from the loss 

of data caused by physical device loss. However, the legal framework establishes 

measures to mitigate the consequences of such privacy risk for employee. Measures 

such as encrypted data and authentication security aim to protect employee data and 

privacy.  

 

The increasing use of technology in the workplace may result in dehumanisation of the 

workplace, leading to unfavourable working conditions and negatively affecting em-

ployee well-being and performance. As technology is missing the human touch and its 

primary aim is to promote efficiency, addressing such issues may not be trivial. In ad-

dition, the drive for technology efficiency could unintentionally lead to discrimination 

and thus violate human rights. A potential concern is that an algorithm that analyses 

data with bias may produce discriminatory outcomes. It is uncertain whether algorithms 

can be entirely objective given their reliance on human input. Current research and 

development continue to address the questions of whether humans are free from bias, 

how to create an unbiased algorithm, and how to reduce discriminatory outcomes of 

automated decisions. 

 

The complexity of defining the aims and scope of a global regulation has resulted in 

unresolved legal challenges and gaps in interpretation. The challenges of ensuring 

transparency and fairness are not only brought to light, but also the notion of “privacy 

by design and default” as described in Article 25 points out this difficulty by being vague 

and leaving room for interpretation. This leads to consideration of the suitable level of 

detail and whether the law should operate primarily as a framework, setting out goals 

and motivations, or whether it should offer exact guidelines for action. Given the argu-

ment that Article 25 serves more as a guiding principle than a comprehensive devel-

opment guide, it is essential to evaluate whether it guarantees the protection of data 

and employee privacy or merely promotes these considerations to be prioritised in the 

thoughts and discussions of developers and data controllers (Bygrave, 2017). Perhaps 

the inclusion of a development guideline, the provision of more specific details in Article 

25 to avoid mistakes, and the provision of concrete instruments and tools to facilitate 

compliance by companies would improve the current framework. Such a guideline can 



 

 73 

address and facilitate the principles of ensuring data security and confidentiality, es-

tablishing a secure data connection, encrypting data, and thus meeting technical re-

quirements and compliance with the regulatory elements.  

A narrower definition of legislation can therefore be beneficial, but it can also hinder 

change processes or developments. Changes in labour markets and corporate struc-

tures are part of digitalisation and transformation. Legislation should not hinder trans-

formation and change, but only regulate it appropriately, which raises the question of 

how rights can be protected while maintaining freedom for change.  

 

In addition to the technical criteria and legal limitations outlined by the European frame-

work to protect privacy and human rights, there are ethical challenges remaining when 

implementing wearables in the workplace. 

 

The use of monitoring devices such as wearables in the workplace may cause employ-

ees to feel that their privacy has been invaded. This perception of a privacy violation 

can reduce motivation and hinder creative thinking. Given that individuals have differ-

ent privacy thresholds, legislative measures to ensure comprehensive privacy cover-

age pose a significant challenge. 

Regulatory mechanism aim to limit excessive monitoring and reduce the risk of em-

ployees feeling violated by emphasizing principles such as purpose limitation and pro-

portionality. These regulations aim to provide employees with control over the pro-

cessing of their personal data by informing them of their rights and promoting trans-

parency in the processing procedure. Informed consent and commitments to transpar-

ency are essential regulatory measures for personal data processing. This could de-

crease the sense of continuous monitoring and improve individual autonomy and free-

dom. However, it remains unclear whether these measures are sufficient to address 

employees' common perception of being monitored. Further academic research is 

needed to fully assess this issue and outline potential strategies for improvement. 

 

After assessing the current European legal framework, it can be said that it is robust in 

protecting data and privacy of employees in the context of wearables. However, there 

are still legal challenges and shortcomings in the regulations. Additionally, there remain 

technical and ethical challenges when implementing such technologies in the work-

place to ensure full privacy and human rights protection.  



 

 74 

Therefore, in the following, solutions are proposed to enhance the legal framework and 

address challenges. Since the environment surrounding AI and wearable technology 

is so complex, a comprehensive approach is necessary to fully tackle all remaining 

challenges and create a comprehensive framework to support the progress of such 

technologies within organisations. Thus, a multi-stakeholder approach has been pro-

posed to address ethical, legal, and technical issues and create a comprehensive 

framework for the future implementation of wearables in the workplace. The proposed 

approach aims to ensure objectivity and clarity in the evaluation of these devices, while 

maintaining a balanced perspective of the issues and stakeholders’ interests involved. 

 

6.2 Multi-Stakeholder Approach  

To address the complexity of issues and interests when implementing wearables and 

their IoT systems in a workplace, a multi-stakeholder approach is proposed. It can 

support setting ethical standards and address potential legal shortcomings and sets a 

basis for assumptions on how to foster a successful sustainable incorporation of wear-

ables in the workplace (Will 2015).  

A multi-stakeholder approach refers to a strategy that involves all groups, such as 

governments, organisations, companies, and institutions, that have a role to play in a 

particular outcome. This approach ensures that all interests and parties are repre-

sented and may promote sustainable solutions and a comprehensive framework 

around, for example, the approach to technology adoption like in this context (Will 

2015). This approach is as well established within the legal framework as an action. 

To achieve the objectives of the CSDDD and reduce human rights violations, a multi-

stakeholder approach is proposed (European Comission 2023a).  

 

Building on the conceptual model outlined in chapter 2.3, the following chapter pre-

sents a more comprehensive framework that considers the interests of all stakehold-

ers. An overall strategy needs to be implemented in the organisation to put employee 

rights at the centre, as well as promoting the appropriate implementation and develop-

ment of new technologies such as wearables.  
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Figure 6-1 Conceptual Model: Comprehensive Framework 

 

The following section will elaborate on possible actions that stakeholders can take to 

enhance a comprehensive framework. Additionally, proposed legal and ethical aspects 

to improve the comprehensive framework in the future are presented in order to ad-

dress the remaining legal, technical and ethical challenges identified in chapter 6.1.  

 

Organisation 

As organisations are the ones implementing wearable technology, there are several 

approaches to improve the adaptation of technology and protection of rights. Future 

approaches could implement wearable technologies as part of an overall business 

strategy. Privacy and the protection of human rights could even be part of the corporate 

social responsibility (CSR)  and thus be central to the strategic direction of the company 

and to the improvement and ethical framework. Corporate social responsibility involves 

a company's commitment to act ethically, responsibly, and sustainably in all aspects 

of its business, including its interactions with employees, stakeholders and the envi-

ronment. This demonstrates a strong sense of commitment to, and even supports, a 

sustainable approach to technology adoption and development. The implementation 

of corporate social responsibility can include a code of conduct for such technologies. 

A code of conduct is typically considered a fundamental component of CSR. It is a set 

of policies and principles that describe the expected behaviour and ethical standards 

of the organisation and its employees. It provides a framework for responsible business 

practices, guides decision-making and ensures that actions are consistent with ethical 

and societal expectations. 
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Implementing a code of conduct for wearable technology in the workplace could be 

beneficial in protecting privacy and human rights by supporting the principles of fair-

ness and transparency. It could define and explain the detailed use of wearables and 

their IoT system, provide clear communication about the purpose and scope of data 

analysis, and communicate the values and rights associated with the technology. 

Whilst not legally binding, various ethical guidelines and codes of conduct, these guide-

lines aim to ensure transparency, fairness, and accountability in the use of technolo-

gies which can have a positive impact on employees’ perceived privacy. Such 

measures can reduce resistance and increase trust, thereby mitigating any negative 

effects related to the feeling of being monitored.  

 

To assess the impact of technology implementation on human rights in the workplace, 

conducting a human rights due diligence is a useful tool (Wagner 2016). Companies 

can conduct comprehensive human rights due diligence to evaluate and comprehend 

the extent of human rights risks in the operation of AI systems and wearables 

(European Comission 2023a). This also helps in avoiding unintentional violation of le-

gal requirements. The assessments examine the specific and potential direct and indi-

rect impacts on individuals when implementing such technologies (Wagner 2016). By 

conducting due diligence, companies ensure that they don't violate human rights and 

meet the requirements of legality, necessity and proportionality of data processing and 

technology use. To pass the due diligence, any restrictions placed on the right to pri-

vacy must be lawful, necessary, proportionate, and comply with other rights. 

 

To assess the privacy implications of implementing technology in the workplace, a pri-

vacy impact assessment can provide insight into these implications, and the company 

can then take steps to prevent privacy impacts and violations. A Privacy Impact As-

sessment (PIA) is a systematic assessment that helps organisations identify and miti-

gate privacy risks associated with the collection, analysis and storage of personal data 

(Clarke 2009). The goal of a PIA is to ensure that privacy considerations are integrated 

into the design and implementation of technology. PIAs are essential tools for ensuring 

that privacy is considered from the early stages, thereby promoting a privacy-centric 

approach to data processing (Clarke 2009).   

 

Further actions that the company can take include holding regular assessments and 

meetings to ensure that the impact of the technology aligns with the company's 
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interests and the rights of its employees. It could be argued that it would enhance 

fairness and demonstrate the company's awareness of its employees' rights. This ap-

proach may lead to better protection of employees' rights and interests, thus improving 

the adaptation rate and enhancing employee well-being. Furthermore, it supports the 

justification of the legal basis of legitimate interest in data processing to ensure con-

stant lawful data processing by balancing interests, as required when applying this 

legal basis. 

In addition, it can be crucial to appoint a data protection officer. Such an officer 

would monitor critical aspects such as regular software updates and careful data dele-

tion checks, ensuring that the company's technology remains up to date and effectively 

mitigates data risks and meeting compliance requirements. 

Furthermore, the organisation can improve its data security measures by providing 

staff training on data confidentiality. This training will ensure that employees are ade-

quately equipped to handle situations in the event of a data loss.  

 

The main goal of the company is balancing wearables in the workplace. Mitigating 

potential power imbalances requires a balance between leveraging wearable technol-

ogy for organisational benefits like performance and monitoring while respecting em-

ployees' rights to privacy, autonomy, and fair treatment. Clear communication, trans-

parent policies, and ethical use of wearable data are essential to uphold a healthy work 

environment and prevent an unequal distribution of power.  

 

Tech Company 

Technology firms, especially those leading the way in wearable technology and IoT 

systems, have a crucial function. They create, design, and ensure that the technology 

meets the latest standards, ensuring accurate data collection. These companies play 

a crucial role in the development and verification of wearable privacy applications. 

They integrate features such as two-factor authentication, encryption and data 

deidentification for secure data transmission and enhanced data confidentiality. They 

can further invest into sustainable progress and environmentally friendly technologies 

and by that improving environmental impact. 

Additionally, they continuously improve algorithms and AI systems to eliminate bi-

ases and facilitate transparent decision-making. Increased transparency in AI-driven 

decision-making processes improves privacy for employees. Collaborations between 

technology firms and organisations using wearables can be beneficial, ensuring that 
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the technology adheres to the workplace's specific requirements while maintaining its 

privacy and security standards. There are already significant initiatives by companies 

to find ways to develop unbiased AI, and to find out the processes that make AI decide 

the way it does. 

 

Government 

The government can establish clear regulatory frameworks and standards for the use 

of wearable technology in the workplace. In the future, further legal challenges such 

as liability issues including determining the legal personality of AI, can be addressed 

by the government. Additionally, the government could assess the feasibility and prac-

ticality of incorporating a right to inference within the existing legal framework. In col-

laboration with academic research and IGOs, a more effective regulatory structure 

could be established by solving the ongoing open questions.  

The government can encourage the successful and sustainable integration of wear-

able technology into the workplace by providing a supportive regulatory environment, 

financial incentives, and facilitating research and development, which would benefit 

both companies and employees.  

 

Intergovernmental Organisation 

Intergovernmental organisations, such as the International Labour Organisation, have 

a crucial role in addressing remaining challenges when implementing technology in the 

workplace. These organisations have broad responsibilities to promote development, 

collaboration, and standardisation across the EU Member States. They can encourage 

the adaptation of wearables and protect employees’ rights by establishing guidelines 

and standards for the implementation of technology. IGOs can influence current labour 

laws on issues of inequality in the workplace, to protect the right to work and security 

against rising unemployment, and thus to protect workers from significant changes in 

the labour market. Ensuring that labour laws remain up-to-date is an essential respon-

sibility of IGOs. Additionally, IGOs can contribute to the exchange of methods and 

knowledge gained from experience to enhance the ongoing progress in implementing 

and developing technological frameworks amongst member countries and institutions. 

 

Academic Research 

Academic research can aid in the technical advancement of wearable technology by 

comprehending how employees interact with technology and their expectations. This 
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helps in designing and customising wearables to meet specific requirements. In addi-

tion, it can examine the impact of wearables in the workplace on health and safety on 

employees or the impact of wearables on performance, to gain more insights into risks 

and opportunities and balance them better. Additionally, further research can explore 

privacy and ethical impacts to better address remaining ethical and legal challenges in 

protecting employees' rights. Finally, evidence-based recommendations can contribute 

to creating guidelines that ensure responsible and ethical use of wearables.  

Specifically, ongoing research proposes statistical methods to detect and evaluate 

discrimination by AI systems. These efforts could establish standardised procedures 

for assessing AI systems and their potential discriminatory consequences, and hence, 

reduce discriminatory effects of wearables and AI systems in the workplace (Wachter 

et al. 2021). 

 

Work Councils 

Work councils can prevent violations of employees' privacy and human rights. Regular 

evaluations and meetings with the management should be conducted to ensure that a 

wearable technology's impact aligns with both the company's and employee's inter-

ests, thereby promoting a balance in the use of wearables in the workplace. Addition-

ally, work councils can promote the implementation of a code of conduct and challenge 

where and how technology is used in the company. They are crucial and essential 

institutions that safeguard employees in the workplace. 

 

 

6.3 Successful Adaptation of Wearables in the Workplace 

Successful integration of wearable technology in the workplace depends on various 

factors. The trust and acceptance of users are affected by privacy concerns and human 

rights implications. Overcoming these concerns is critical for effective wearable tech-

nology adoption, as user adoption plays a critical role in realizing the benefits associ-

ated with wearables in the work environment. 

 

Establishing a strong legal framework, such as the GDPR, helps to address privacy 

concerns, thereby encouraging technology adoption. Offering clear communication 

about how data is used and giving employees a sense of control over their data, is 

critical to encouraging technology adoption. Transparency and informed consent 
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empower employees to control their personal data, ultimately reducing resistance to 

adopting technology in the workplace. 

 

Balancing perceived risks and benefits plays a crucial role in an employee's decision 

to adopt wearable technology. Using wearables at the workplace does not only poses 

risks for data protection but as well risks impacting fundamental human rights like the 

right of privacy, and no discrimination.  

For instance, employee monitoring with wearables at the workplace can increase work-

place safety and performance but may lead to restricted employee autonomy and free-

dom when it comes to structure and organisation of their work. The possible quantifi-

cation of performance encourages power imbalances between organisation and em-

ployee and may decreases the work engagement and perceived individual freedom. 

The analysis of employee data by the wearable and their connected IoT system may 

increase performance and efficiency and has positive impacts on productivity. Yet, the 

whole data life cycle presents privacy and security risks and the physical loss of the 

device is a hazard that should not be underestimated since a lot of devices have au-

thentication issues which can lead to third-party access and misuse of information with-

out consent of the employee and thus offers severe privacy risks.  

It is essential to achieve a balanced implementation that weighs the benefits of data 

collection against considerations of privacy and human rights to successfully foster 

technology adoption.  

 

Integrating new technologies into the overall business strategy can be a key factor for 

future success. Treating the implementation of wearable technology as a continuous 

process, instead of a one-time event, facilitates continuous adaptation, learning from 

mistakes and continuous improvement, thereby ensuring compliance with employees' 

rights. Including wearables in corporate social responsibility initiatives, for instance im-

plementing a code of conduct can further support successful adoption. Providing staff 

training and assigning a data officer are crucial measures for data protection, preserv-

ing confidentiality, and ensuring the responsible handling of sensitive data, while rais-

ing awareness of the risks and opportunities associated with wearables. 

 

To achieve successful implementation, collaborations provide opportunities to contin-

uously improve technology by working on technical requirements and implementing 

new features for wearables with privacy by design as a priority. Academic research 



 

 81 

and collaboration with intergovernmental organisations to establish standards will im-

prove the framework around wearables and address existing challenges, including lia-

bility issues and gaps in labour laws.  

 

In addition to legal and ethical considerations, companies should engage in regular 

internal assessments that include human rights due diligence and privacy impact as-

sessments. These assessments ensure compliance with the law, prevent the violation 

of employees' rights, and promote lawful adaptation of technology. 

 

To conclude, introducing wearables successfully into the workplace offers several ben-

efits for the employee and the organisation such as enhancing workplace safety, pre-

venting harm to employee’s health and increase organisational performance. Yet, mit-

igating data protection and privacy concerns and respecting human rights with a strong 

legal framework are critical to increase employee’s adoption and thus, foster a suc-

cessful integration of wearables in the workplace. 

 

 

7 Conclusion 

In the following, the most important aspects will be summarized to answer the pro-

posed research questions. Further, the limitations of this research will be outlined and 

potential areas for future research will be proposed. Lastly, a personal evaluation is 

presented. 

 

Successfully integrating wearable technology and their IoT system into the workplace 

is essential for companies to remain competitive during the digital transformation era. 

The effective implementation of these technologies can provide valuable benefits, in-

cluding improved performance and workplace safety.  

However, it is crucial to acknowledge that wearable technology poses severe risks, 

particularly privacy risks and implications for human rights. The extensive collection 

and analysis of personal data pose several privacy risks to employees, and employee 

monitoring through wearables can reduce perceived autonomy and foster discrimina-

tion in the workplace as constant performance comparison occurs. Striking a balance 

between the risks and benefits of wearables is crucial for compliance, improving per-

formance, promoting workplace safety, and successful wearable technology integra-

tion. 
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A conceptual framework is presented that aims to demonstrate the balance between 

the benefits of wearable technology, such as improved performance and monitoring, 

and the potential impact on workers, particularly in terms of their privacy and human 

rights like autonomy. To achieve a balanced approach towards the opportunities and 

risks, it is crucial to protect the rights of employees sufficiently. Therefore, this study 

analyses the existing European legal framework for protecting the privacy and human 

rights concerning wearable technology. The objective was to evaluate whether the le-

gal instruments in place cover all the potential risks associated with wearables in a 

workplace, particularly violations of privacy and human rights. 

 

The legal analysis of the European privacy framework shows a broad approach to ad-

dressing the privacy risks associated with the protection of employees' personal data 

through wearable technology. The framework concentrates on ensuring a high degree 

of transparency and fairness in the handling of personal data. It focuses on limiting 

data collection solely to its defined purpose and enforcing limitations on the duration 

of data storage, thereby mitigating potential privacy risks. Furthermore, clear guidance 

is provided to mitigate risks related to unauthorised third-party access to wearable de-

vices or data transmission connections like Wi-Fi.  

However, questions arise as to whether current technological capabilities are ad-

vanced enough to provide the full transparency of data processing that is required. Can 

the underlying processes behind automated decisions made by wearables or algo-

rithms be fully understood to achieve a certain level of transparency? Additionally, 

there is a current debate on whether current authentication methods and cryptographic 

tools are sufficient to protect data and wearable devices. It is essential to acknowledge 

the potential for improving technical capabilities while also recognizing their limitations. 

For example, AI lacks the ability to reason, express emotion, or act with purpose.  

An ongoing concern is the issue of legal liability for damage caused by wearables, 

particularly in the context of work settings involving AI. There is debate over whether 

AI can be granted legal personality. 

Moreover, aims the European legal framework to address the human rights impli-

cations of wearables. Wearable devices can collect extensive data, which could lead 

to unequal treatment of employees once processed and analysed. This could result in 

discrimination based on performance data, potentially violating  the right to non-dis-

crimination and equality in the workplace. Moreover, technological progress greatly 
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influences work environments and changes within the job market, with possible con-

sequences for labour rights, job security, and optimal work circumstances. While la-

bour laws, the EU Convention on Human Rights and the GDPR attempt to address 

these issues, they do not include sufficient provisions for wearables and AI, limiting the 

effective management of such consequences in the workplace.  

 

Ensuring privacy measures are implemented by design and default presents as a so-

lution to reduce the discriminatory effects and enhance the protection of rights related 

to favourable conditions. Yet, utilising monitoring devices such as wearables in the 

workplace may cause employees to feel that their privacy has been invaded. It is un-

certain whether the proposed measures in the legal framework are sufficient to mitigate 

the general feeling of surveillance among employees and thus reduce the human rights 

impact. The presence of legislation decreases the perception of privacy risks and in-

creases control over personal data, thereby supporting adoption. 

Despite this, the analysis highlights the crucial role of a comprehensive framework 

that encompasses both ethical and legal dimensions and recognises the interests of 

stakeholders. It is essential to create a specific framework to develop guidelines for 

wearables. Doing so guarantees employees' privacy in a world where technology is 

rapidly advancing and evolving.  

 

The results are reflected in the case study at national level in Germany. The case study 

demonstrates that Germany has established a solid legal framework and uses the ex-

isting gaps in European legislation to its advantage for its own effective interpretations. 

Nevertheless, a gap still remains with regards to specific provisions on AI and its limi-

tations. Furthermore, Germany reinforces its legal standards through various bodies 

such as trade unions, strong work councils and commissions such as the Data Ethics 

Commission. This demonstrates a commitment to recognising both the legal and ethi-

cal aspects of protecting privacy and human rights in the workplace, establishing a 

model for other member states to follow. It stresses the significance of examining work-

place technologies from a comprehensive standpoint to tackle and minimise all chal-

lenges and risks. 

 

Overcoming remaining challenges requires a multi-stakeholder approach to promote 

technology adoption. A comprehensive view of wearables in the workplace suggests 

considering both technological and legal requirements, as well as ethical aspects, to 
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protect the privacy and human rights of employees while maximising benefits for the 

company. Accordingly, this approach leads to the identification of key factors that drive 

the successful integration of wearable technology in the workplace. These considera-

tions include the establishment of a strong legal framework, a balanced evaluation of 

potential risks and benefits, the integration of technology into the company’s overall 

business strategy and, finally, the establishment of cooperations that can lead to the 

identification of solutions to ongoing challenges and risks. This can promote the suc-

cessful and sustainable integration of wearables in the workplace. 

 

The analysis has limitations. It focuses only on examining the privacy and human rights 

implications of wearable technology and AI-enabled wearables and their IoT systems. 

Further academic research is needed to explore the impact of other technologies and 

all AI systems used in the workplace, such as ChatGPT. Furthermore, it should be 

acknowledged that the scope of wearables considered in the analysis is clearly de-

fined. However, it should be noted that these are only examples and that there are 

more wearables used in business operations. 

Another aspect is that the analysis does not involve intellectual property rights as it 

is often a point of discussion with AI. In this case, AI wearables serve as a tool to 

support employees with data, enabling them to make proposed decisions, but rarely 

create something unique on their own. AI is mainly used for data analysis, and em-

ployees can still intervene in the decision-making process. 

Further academic research is required to fully evaluate the forthcoming AI regula-

tions currently under discussion at the European level. 

 

In my opinion, implementing appropriate monitoring and control measures can be ben-

eficial to a company, as it is possible with wearables. This practice provides assurance 

that employment contracts are being met. In the current work environment, where 

many employees work remotely, resulting in more frequent breaks and often raising 

concerns about lower work morale, it is understandable and necessary for companies 

to implement some level of monitoring and control. It is important to strike an appropri-

ate balance between preserving employees' privacy and autonomy and maintaining 

their trust in the company. In addition, the unstoppable trend towards an increasingly 

digitalised working environment requires companies to remain aware and adaptable. 

To ensure their competitiveness, the creation of a legal framework should be a priority 

in order to maintain Germany's and Europe's leading economic position. 
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Another aspect to consider is the impact of smartphones and social media on younger 

generations, who are growing up with such technologies. Familiarity with and under-

standing of technology among younger employees make the adoption and utilization 

of advanced technology smoother and can result in positive outcomes. However, there 

are also negative consequences resulting from a lack of awareness of privacy risks 

and the potential loss of sensitive information affecting personal privacy as a result of 

the everyday use of technology and the fact that people are often unaware of how 

much data they are sharing with a single click or by agreeing to terms and conditions. 

Just a small click is often not enough to make employees understand the extent to 

which their privacy can be violated if data is lost or misused. A robust legal framework 

could mitigate these risks, while staff training raises awareness of the significance of 

data confidentiality and security.  

To conclude, adopting new technologies in the workplace is crucial to remain com-

petitive and adapt to unavoidable change. Thus, companies should invest in a robust 

framework that protects employees, enhances benefits and enables the digitalised 

workplace. 
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Appendix 

 

In the following is an overview of the Regulation citations for the current editions to 

search for cited articles and the official proposals and reports from the European Par-

liament or Council of Europe. 

 
General Data Protection Regulation (GDPR):  

Edition 2016/679, http://data.europa.eu/eli/reg/2016/679/oj 
 
Proposal for the Artificial Intelligence Act (AI Act):  

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206 
 
Proposal for the ePrivacy Regulation (or Regulation on Privacy and Electronic Com-
munications):  
 will replace the current Directive 2002/58/EC 

https://digital-strategy.ec.europa.eu/en/library/evaluation-and-review-directive-
200258-privacy-and-electronic-communication-sector 

 
Report on the Artificial Intelligence Liability Directive (AI Liability Directive):  

https://eur-lex.europa.eu/legal-con-
tent/EN/TXT/?uri=CELEX%3A52020DC0064 

 
Proposal for the New Product Liability Directive:  

https://www.europarl.europa.eu/Reg-
Data/etudes/BRIE/2023/739341/EPRS_BRI(2023)739341_EN.pdf 
 

European Convention of Human Rights (ECHR): 
https://www.echr.coe.int/documents/d/echr/convention_ENG 
 

European Charter of Fundamental Rights (CFR): 
 http://data.europa.eu/eli/treaty/char_2012/oj 
 
European Labour Law 

• Working Time Directive 
Directive 2003/88/EC, http://data.europa.eu/eli/dir/2003/88/oj 

• Transparent and Predictable Working Conditions Directive  
Directive 2019/1152, http://data.europa.eu/eli/dir/2019/1152/oj 

• Termination of Employment 
https://www.ilo.org/dyn/normlex/en/f?p=NORMLEX-
PUB:12100:0::NO::P12100_ILO_CODE:C158 

 
Proposal for the Corporate Sustainability Due Diligence (CSDDD) 

https://eur-lex.europa.eu/legal-con-
tent/EN/TXT/?uri=CELEX%3A52022PC0071 

 

 

 

 

http://data.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://digital-strategy.ec.europa.eu/en/library/evaluation-and-review-directive-200258-privacy-and-electronic-communication-sector
https://digital-strategy.ec.europa.eu/en/library/evaluation-and-review-directive-200258-privacy-and-electronic-communication-sector
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020DC0064
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52020DC0064
https://www.europarl.europa.eu/RegData/etudes/BRIE/2023/739341/EPRS_BRI(2023)739341_EN.pdf
https://www.europarl.europa.eu/RegData/etudes/BRIE/2023/739341/EPRS_BRI(2023)739341_EN.pdf
https://www.echr.coe.int/documents/d/echr/convention_ENG
http://data.europa.eu/eli/treaty/char_2012/oj
http://data.europa.eu/eli/dir/2003/88/oj
http://data.europa.eu/eli/dir/2019/1152/oj
https://www.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE:C158
https://www.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE:C158
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52022PC0071
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52022PC0071
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