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Summary

We are currently living in the era of the Anthropocene. Human actions no

longer have consequences constrained to local or regional levels, but instead can

affect the whole planet. Biogeochemical cycles are impacted by human activities,

biogeophysical processes are linked with socio-economic processes, and humans

are contributing to the currently observed global climate change. The hydrologic

cycle is an example of such interaction, being no longer a process deriving only

from the natural circulation of water around the globe, but a process resulting

from interconnections and interdependencies between biological, geophysical, and

human systems, which, combined, conceive the notion of water resources system

and global water system. The management of water resources, then, is not

feasible without taking into account the linkages between the hydrologic cycle and

human actions. Currently, exists a lack of representation of how human adaptation

actions and related feedbacks affect the climatic and hydrologic systems.

This dissertation proposes the study of the possible effects of climate change

in the management of watersheds and how water resources management at a

watershed-level might be affected by these changes. SpeciĄcally, this dissertation

explores the possibility of using a ArtiĄcial Neural Networks Ű ANN models coupled

with the physically-based hydrological model Soil and Water Assessment Tool Ű

SWAT as a method for improving the description of the regional hydrologic cycle

in a watershed by considering the relationships among geophysical and human

systems when stressed by both climatic and anthropogenic factors and under

long-term time periods.

The main objective of this dissertation is to contribute to the understanding

of the relationships between the impacts of climate change and consequences of

human actions in the management of watersheds. As watershed management is a



broad theme involving the consideration of several interconnected systems, such

as biogeophysical and socio-economic systems, the dissertation Ąrst reviews basic

concepts regarding the management of watersheds, the utilisation of hydrological

models as tool in supporting the development of integrated watershed management

plans, and the presentation of two case studies: The Ąrst one, named the Venice

Lagoon Watershed Ű VLW, in Italy, and; The second case study, named the Itajaí

River Watershed Ű IRW, in Brazil. In terms of structure the thesis is divided into

Ąve chapters, as follows:

The Ąrst chapter reviews fundamentals of watershed management, while

introducing hydrologic modelling concepts and proposing innovative modelling

techniques to be used throughout the dissertation, such as the consideration of

the carbon dioxide fertilisation effect due to an increase concentration of carbon

dioxide in the atmosphere and the contemplation of ANN as a technique capable

of capturing and quantifying adaptive humans actions in a context of watershed

management.

The second chapter presents the applicability of the developed ANN model

when applied to the simulation of the stream stage of hydrologic systems, while

also evaluating the main intrinsic uncertainties of this technology.

The third chapter describes the proposed SWAT-ANN model, while exploring

a methodological framework tailored to target the simulation of speciĄc hydraulic

management actions under different hydro-meteorological conditions in the VLW,

a watershed characterised for being highly modiĄed by anthropogenic factors that,

ultimately, affect the watershedŠs overall natural water Ćow pathways.

The fourth chapter presents the Italian case study under a context of climate

change. This chapter relies on the use of the proposed SWAT-ANN model

as a tool capable of translating the possible effects of climate change in the

management of the VLW and in its regional hydrologic cycle.

Lastly, the Ąfth chapter presents the Brazilian case study, covering the topic

of climate change effects on the rainfall-runoff process of the IRW as the Ąrst

step required for the assessment of river Ćood risks in the watershedŠs area.

Similarly to the Italian case study, this chapter utilises the SWAT-ANN model and

future climate predictions as means of determining possible trajectories capable

of affecting the management of the IRW and its regional hydrologic cycle.
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Introduction

Water is a fundamental resource not only for biogeophysical processes but also for

socio-economic systems [45, 3]. For instance, due to its elevated speciĄc latent

heat, water is used in both natural and non-natural processes as a substance

capable of regulating the temperature of a system. When we sweat, water

evaporates from the surface of our skin, a process that absorbs energy in order

to happen. This same process is fundamental to control the EarthŠs climate

[18, 7]. As water evaporates from oceans and land areas, it is accumulated in

the atmosphere as water vapour and stores energy as latent heat [6]. Due to

the great mobility of water vapour in the air, water circulates throughout the

whole planet, being one of the main agents in redistributing energy throughout

the globe. Water vapour remains in the atmosphere until eventually reaching a

condensation state and falling as precipitation.

Besides the global redistribution of energy, the concentration and spatial

location of water vapour in the air is one of the main factors affecting the

formation of clouds. This process, in turn, affects the total amount of solar

radiation that actually reaches the planetŠs surface, and the distribution and

intensity of precipitation events around the globe [6]. Moreover, water vapour is a

Greenhouse Gas Ű GHG, meaning that it is capable of absorbing infrared radiation

emitted from the EarthŠs surface. Although water vapour is not a strong GHG,

it makes up for that weakness by being abundantly present in the atmosphere

[19]. In fact, it is estimated that water vapour is the dominant contributor to

the greenhouse effect1, being responsible for absorbing roughly 50% of the total

absorbed energy [33].

1Despite the fact that water vapour is a major contributor of the greenhouse effect, its

1



2 INTRODUCTION

Indeed, water resources are extremely important and useful. One speciĄc

type of water resource stands out, though, as the most useful yet scarce variant:

the Renewable Freshwater Resources Ű RFWRs. Approximately, only 3% of the

totality of the planetŠs water is freshwater. Out of this total, 69% is trapped

in glaciers, deep ice and snow, while 30% is groundwater and soil moisture.

The remaining approximate value of just 1% is the RFWRs promptly available

in ground ice, rivers, lakes, ponds and streams [23, 28, 42]. Even though the

amount of RFWRs is low if compared to the total amount of water present in

the planet Earth, or even if compared to the total amount of freshwater, current

human demand for that resource represents only 10% of RFWRs availability at

a global scale [28]. Even so, due to the fact that RFWRs are variable both in

space and time, human demand for this resource is not always met and pressures

worldwide tend to increase as population and economy grow [13, 44].

Spatially, some regions around the globe have limited access to RFWRs, such

as Northern Africa and Middle East. In contrast, other regions have abundant

access to this resource, such as the Amazon region, mostly of south-eastern area

of South America, and South-Eastern Asia. Similarly, RFWRsŠ availability is

also variable in time, being governed by the climate system and the hydrologic

cycle. Such variability in time poses new threats to regions where water is known

to be scarce. On the other hand, Ćuctuating seasonal weather patterns (e.g.

Indian Summer Monsoon Ű ISM) and climatic cycles (e.g. El Niño Southern

Oscillation Ű ENSO, etc.) are also know to be capable of affecting the distribution

and availability of RFWRs during different instants in space and time, possibly

leading to an excess of precipitation in some regions of the world and, ultimately,

contributing to river Ćood episodes [21, 34]. Neither to much nor to little access

to RFWRs is good, and optimal availability of this type of resource must be met,

both spatially and temporally thus requiring management.

Even if the climate system is the main driver regulating the distribution and

importance to climate change falls short if compared to other gases GHGs (e.g. carbon dioxide)
due to the fact that water vapour has a very low residence time and great mobility in the
atmosphere, resulting in low concentrations if averaged globally [40]. However, as water vapour
concentration in the atmosphere is dependent on temperature, water vapour concentrations
in the atmosphere can be boosted due to increases in the average global temperature as a
consequence of global warming, resulting in a positive feedback capable of amplifying the
changes in the climate system [32, 43].
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availability of RFWRs [16], other factors also do play a large role in regulating these

processes at a regional scale, such as physical and environmental characteristics of

a watershed. For instance, in mountainous regions precipitation patterns can be

inĆuenced by the orographic effect, resulting in highly non-uniform precipitation

events, both in space and time [5, 36]. Moreover, speciĄc soil and land-use

conditions can also affect the circulation of water in a watershed by altering the

inĄltration and runoff processes which, in turn, can lead to a modiĄcation in soil

erosion and river bed degradation rates [27, 22, 25]. Consequently, RFWRs require

appropriate management, meaning that the understanding of the relationships

among the regional climate, geophysical, and environmental characteristics of

a watershed must be well know during the development of management plans.

Hence, an appropriate understanding of the movement and distribution of water

resources in a watershed is needed. The area of knowledge responsible for the

study of these processes is hydrology.

Hydrology can be deĄned as the science responsible for the study of the

origin, circulation, distribution and properties of water resources around the Earth

[4]. Other sciences also study the movement of water resources around the

globe, such as meteorology, however under different perspectives. Hydrology is a

physical science speciĄcally concerned with the continental water pathways and

the global water balance. Even if hydrology is a physical science, the realisation

that biological systems are very much capable of affecting the Ćuxes of water

in the hydrologic cycle is well settled among hydrologists to the point that one

of the main water Ćuxes in the water cycle is the evapotranspiration process, a

combination of the physical evaporation and the biological transpiration processes.

Being a physical science, the practical scope of hydrology is the determination

of the amount and/or Ćow rate of water that will be found at a speciĄc location

and at a speciĄc time under natural conditions, without direct human control

or intervention [6]. However, the water cycle is not affected only by climate,

geophysical or even biological factors; humans are also capable of affecting the

hydrologic cycle. By modifying natural environments and processes, humans can

alter the water pathways of a watershed by direct actions, such as by changing

the land-cover of a certain area or by altering the superĄcial water pathways of a

stream by installing and managing control hydraulic devices, or indirect actions,
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such as by emitting carbon dioxide and other GHGs capable of inĆuencing in the

global energy balance, ultimately affecting regional climate systems [40]. Thereby,

the study of the hydrologic cycle as a solely physical process is somewhat limiting

[28].

Indeed, in the era of the Anthropocene [9, 39], where humans are known to

be capable of affecting natural processes and the circulation of natural resources,

the realisation by the scientiĄc community that the hydrologic cycle is a process

resulting from not only a combination of interconnections and interdependencies

between biological and geophysical systems, but also linked to human systems has

leveraged the development of the concept of Water Resource Systems Ű WRSs

and global water system [44, 45, 1, 3]. Similarly, the acknowledgement that

the understanding of the water cycle dynamics over long periods of time is not

possible without taking into account the linkages between the hydrologic cycle

and socio-economic systems has led to the emergence of a new science known as

socio-hydrology [37, 10].

Water Resources Management Ű WRM, then, requires the integration of

knowledges from several areas [14, 46], which leads to the concept of Integrated

Watershed Management Ű IWM. However, not only the integration of different

knowledges is required, but also the deĄnition and consideration of proper spatial

and time dimensions for which the RFWRs are to be managed. At a watershed-

level scale, an effective tool capable of offering not only such integration of

knowledges but also dynamic enough to be capable of accommodating different

time dimensions of interest is the Integrated Watershed Management Plan Ű

IWMP.

IWMP can be understood as the process of organising and guiding land, water,

and other natural resources used in a watershed to provide goods and services

to people without adversely affecting the natural environment [4, 46]. The main

objective of an IWMP is the continuous and sustainable use of RFWRs. The

dilemma in watershed management is that Land-Cover and Land-Use Changes Ű

LCLUC and natural resources allocation needed to promote the sustained progress

of society in the long-term can be at conĆict of interests with what is essential to

the promote the development of individuals in the short-term [20, 30]. Hence, the

main goal of an IWMP is to achieve sustainable management and use of natural
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resources in a watershed. One should note that, by considering the just mentioned

goal, an IWMP deals not only with the sustainable management of RFWRs but

also with the capability and suitability of land, vegetative, and other natural

resources to be managed for the sustainable development of socio-economic,

human-institutional, and biogeophysical systems within a watershed.

As IWMP is a dynamic tool that requires the integration of multi-disciplinary

knowledge [12], mathematical models present themselves as useful instruments

capable of supporting the understanding of the processes involved with the

management of and decision-making in watershed systems [24]. One of these

models is the Soil & Water Assessment Tool Ű SWAT [2]. This dissertation relies

on the use of the SWAT model as a mechanistic tool capable of reĆecting the

understanding of human pressures on water systems by the evaluation of LCLUC

and respective management conditions in watershed systems.

Still, as the effects of climate change become clearer in the hydrologic cycle,

IWMPs should also acknowledge the possible regional consequences arising from

these changes when developing long-term watersheds plans. Indeed, climatic

changes pose new threats to the management of watersheds, yet the 5th As-

sessment Report Ű AR by the Intergovernmental Panel on Climate Change Ű

IPCC, Working Group Ű WG2, points out that the combined effects of climate

change and human pressures has the potential to increase water-related risks,

thereby potentially disrupting the management of watersheds, reservoirs, irri-

gation networks, and drainage system for infrastructural works [15]. Even if

hydro-meteorological variables and related processes are highly uncertain in the

future [35], General Circulation Models Ű GCMs present themselves as the best

tools currently available for the study, understanding, and simulation of changes

that might occur in the global climate system [26].

In general, GCMs are capable of simulating physical and biophysical processes

in different systems, such as atmosphere, ocean, cryosphere, and land surface,

while, at the same time, capturing their interconnections and interdependencies.

These models, however, lack the ability to consider human adaptation and the

related feedbacks on the climate system [29]. This dissertation, then, explores the

possibility of coupling a mechanistic regional hydrological model with intensive

data-driven machine-learning models in order to better describe some of the
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linkages among the several systems that drive the hydrologic cycle at a watershed-

level scale and affect the development of IWMPs, such as the management of

reservoirs and Ćood-control hydraulic devices.

Motivation

The motivation behind this dissertation comes from the understanding that

watershed management plans are dynamic tools, meaning they need to be Ćexible

enough to accommodate not-foreseen problems and to adapt to new situations.

This is exactly the case of climate change and related human adaptation: exists

the need to better understand the possible consequences of climate and socio-

economic changes on the planning and management of watersheds while, at the

same time, exists the need to better understand the possible human adaptation

actions in the long-term.

In order to evaluate the proposed methodology, this work brings two contrasting

watersheds as case studies. The Ąrst is the Venice Lagoon Watershed Ű VLW, in

Northeastern Italy, while the second case study is the Itajaí River Watershed Ű

IRW, in Southern Brazil. The overall methodology is heavily based on the use

of a modiĄed SWAT model as the mechanistic component for the simulation of

hydrologic related processes, and on the use of an ArtiĄcial Neural Network Ű

ANN model as the empirical counter-part. Under this framework, it is assumed

that the ANN model is capable of learning from observations and projecting

results into the future, under controlled circumstances and for speciĄc processes.

Objectives

The main objective of this study is to contribute to the understanding of the

relationships between the impacts of climate change and speciĄc hydraulic man-

agement solutions in the development of IWMP by proposing an innovative

methodology capable of supporting the long-term scenario analysis in hydrologic

systems. To check whether the proposed methodological framework is valid, two
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case studies are evaluated covering site-speciĄc concerns: i. The Italian case

study aims at the evaluation of the impacts of climate change on water availability

for irrigation purposes in the VLW, and; ii. The Brazilian case study seeks the

evaluation of the consequences of climate change on the rainfall-runoff process in

the IRW.

Driven by the investigation of the above described main objective, this study

is organised in such a way that enables the examination of the following research

questions and sub-objectives:

Objective 1: Develop an innovative methodology based on the use of a mecha-

nistic focused eco-hydrological model (i.e. SWAT) and a machine learning focused

technology (i.e. ANN) to assist the development of watershed management plans.

Specific Research Questions

• What are the current limitations of the SWAT model when used in a context

of long-term scenario analysis (e.g. climate change)?

• Can the coupling of mechanistic and empirical modelling techniques im-

prove the understanding and description of the regional hydrologic cycle at

watershed-level scales?

• Can technologies deriving from artificial intelligence and machine learning,

such as ANN models, be useful in a context of watershed planning and

management?

Objective 2: Verify the applicability of ANN models and identify the main

uncertainties coming from the application of this technology in hydrologic systems.

Specific Research Questions

• Can ANN models be applied to the short term forecasting of a river’s

stream stage?

• What are the main intrinsic uncertainties of ANN models?

• What are the main uncertainties coming from hydro-meteorological vari-

ables and processes in a context of rainfall-runoff modelling that can affect

the performance of ANN models?

Objective 3: Explore the possible impacts of climatic and land management
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changes in the regional hydrologic cycle and on the water availability to the

agricultural sector of the VLW.

Specific Research Questions

• Will the possible consequences in the hydrologic cycle deriving from climate

change be able to affect the availability of water for irrigation in the VLW

in the mid-to-long term?

• What kind of adaptation actions can be taken into consideration in a con-

text of IWM?

Objective 4: Assess the potential consequences of climate change in the rainfall-

runoff process of the IRW, aiming at characterisation of river Ćood episodes under

different climate change scenarios.

Specific Research Questions

• How climate change impacts will affect the rainfall-runoff process in the

IRW?

• How river basin managers may operate flood-control structures if an alter-

ation of the rainfall-runoff process is verifies in the IRW?

• What are the possible direct consequences of these changes to river flood-

ing?

Thesis Outline

This dissertation covers the topic of watershed management under possible

inĆuences coming from impacts of regional climate change and land/water man-

agement on the regional hydrologic cycle. As the management of watersheds is

a broad theme contemplating several areas of knowledge and the interactions

among different systems, this dissertation focus in the study of speciĄc hydraulic

management solutions that are particular to the considered case studies (i.e. water

pumping and Ćow partitioning stations in the VLW and Ćood control reservoirs

in the IRW). The work presented in this dissertation is heavily based on the

utilisation of an innovative watershed-scale model, resulting from the combination

of a mechanistic eco-hydrological model (i.e. SWAT) and an empirical machine
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learning model (i.e. ANN). The overall proposed methodological framework

consists in representing the physical, biophysical and land management condi-

tions through the use of the mechanistic module, while the empirical module is

responsible for the estimation of the dynamics of speciĄc hydraulic management

conditions under future hydro-meteorological conditions.

As per structure, this dissertation is divided into Ąve main chapters, each

covering a speciĄc topic or case study of interest, and two auxiliary sections,

namely Introduction and Conclusions. Moreover, this dissertation also brings four

appendices: i. Appendix 1 brings the Fortran code modiĄcations made in the

source SWAT model code in order to accommodate the proposed methodological

framework; ii. Appendix 2 theoretically describes the developed ANN model; iii.

Appendix 3 presents the source code of the developed ANN model, written in R

language [31], and; iv. Appendix 4 presents results pertaining to the numerical

analysis performed in Chapter 3. The overall structure of this dissertation together

with its logical progress pathway are depicted in Figure I.1.

Chapter 1, entitled "Watershed Management: Concepts, tools, and case

studies", consists of three main distinct sections. The Ąrst main section presents

a review of general concepts and state-of-the-art knowledges related IWM under

an eco-hydrological perspective. A discussion on how climate change effects

might inĆuence the management of watersheds is also covered in this section.

Subsequently, in the second section, hydrologic modelling is presented as an

instrument capable of supporting the understanding and the decision-making

process in the management of complex systems, such as the management of

eco-hydrological systems. Focus is given to the introduction of the SWAT model

as tool capable of delivering such results, together with a discussion regarding

three identiĄed model limitations, namely: i. The lacking ability to dynamically

simulate the effects of increased CO2 atmospheric concentration on the regional

hydrologic cycle; ii. The inadequate representation of irrigation efficiency on the

water balance of hydrologic units, and; iii. The absence of a module capable of

dynamically accounting for human-driven actions on the management of speciĄc

hydraulic features. The second sections, then, moves to the introduction of new

modelling capabilities by presenting proposed modiĄcations in the original SWAT

model source code to tackle the previously identiĄed limitations. Finally, the third
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section introduces the most relevant physical, social, and economic features of

the two case study areas (i.e. the VLW and the IRW), prioritising a discussion

about the speciĄc hydraulic management solutions that are particular to each

case study watershed. The case studies are described in this chapter so to avoid

repetition throughout the dissertationŠs content, as both case studies are explored

individually in different chapters and under different perspectives.

Chapter 2, entitled "The ANN Model: Exploring its Applicability and Un-

certainties", moves to the introduction of the developed ANN model, on the

assessment of its applicability as a valid tool for the simulation of the short-term

stream stage of the IRW, and on the study of uncertainties arising from the

employment of ANNs models in a context of hydrologic modelling. Particular

focus is given to the veriĄcation of the performance of the developed ANN when

applied to the short-term forecasting of the stream stage of the IRW by assessing

the most efficient model conĄguration and by comparing the results obtained by

the ANN against reference modelling techniques, namely multiple linear regression

and transfer functions models. This chapter also explores the main sources of

uncertainty that are intrinsic to an ANN model while, at the same time, presents a

discussion about possible sources of uncertainty that may arise from the stochastic

nature of hydro-meteorological processes.

Chapter 3, entitled "The SWAT-ANN Model: Making Use of its New Capa-

bilities", explores a methodological framework targeting the simulation of speciĄc

hydraulic management actions under different hydro-meteorological conditions in

the VLW, a watershed characterised for being highly modiĄed by anthropogenic

factors that, ultimately, affect the watershedŠs overall natural water Ćow pathways.

This chapter is divided in two separate yet related parts: i. The Ąrst part relies

on the use of Principal Component Analysis Ű PCA as a technique for the identi-

Ącation of the most relevant spatial and temporal hydro-meteorological variables

capable of affecting the total external hydraulic inĆuences to the Dese-Zero water-

shed, a sub-basin of the VLW, while exploring the use of two contrasting empirical

models, namely a Multiple Linear Regression Ű MLR model and an ANN model, as

modelling techniques able to quantitatively estimate the total external hydraulic

loadings to the studied watershed, and; ii. The second part, instead, proposes a

framework to simulate the complex water dynamics of the VLW by contemplating
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a coupled mechanistic-empirical modelling approach, named SWAT-ANN model.

Chapter 4, entitled "On Impacts & Climate Change: The VLW case study",

presents the Ąrst case study contemplating the possible effects of climate change

on IWM by relying on the use of the developed SWAT-ANN model. SpeciĄcally,

this chapter covers the study and understanding of how climate change may

impact the availability of water for irrigation purposes in the VLW. Relying

in the understanding that future climatic and land management changes are

certain during the future simulation period (i.e. 2015 - 2050), this chapter utilises

predictions of future climate trajectories coming from a selection of GCMs as a way

of capturing the possible effects of climate change in the regional hydrologic cycle

of the VLW. The Representative Concentration Pathway Ű RCP 4.5 [8, 38, 47, 11]

is selected as the representative future simulated climate scenario, while simulated

climate data from six different GCMs is considered. At the same time, possible

pathways of LCLUC and irrigation efficiency are evaluated as human induced

factors capable of affecting the hydrology of the studied watershed. Finally,

this chapter is based upon the use of the proposed modiĄed SWAT model (see

Chapter 1 for reference) coupled with the developed ANN model as a tool capable

of translating both climate change effects (e.g. CO2 fertilization effect) and

speciĄc artiĄcial hydraulic management actions (e.g. irrigation water sources)

under future hydro-meteorological conditions.

The last chapter, Chapter 5, entitled "On Risks & Climate Change: The IRW

case study", presents a discussion based upon the application of the developed

developed SWAT-ANN model in a context of river Ćooding under the consideration

of climate change scenarios. SpeciĄcally, this chapter covers the evaluation of

the possible consequences of climate change in the rainfall-runoff process of

the IRW, in Brazil, as the Ąrst step required for the assessment of river Ćood

risks in the study area. Future simulated climate data is gathered from both

the the United States National Aeronautics and Space Administration Ű NASA

Earth Exchange Downscaled Climate Projections Ű NEX-DCP30 [41] and the

COordinated Regional climate Downscaling Experiment Ű CORDEX [17] datasets,

for a total of four GCMs and one RCP (i.e. 4.5 [8, 38, 47]). Similarly to the case

study explored in Chapter 4, the methodological framework of the Brazilian case

study consists in the use of the same modiĄed SWAT model (see Chapter 1 for
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reference) coupled with the developed ANN model as a tool capable of capturing

human responses in the long-term management of the Ćood-control dams in the

IRW.
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Chapter 1

Watershed Management

Concepts, Tools, and Case Studies

Abstract

The management of water resources is a very broad subject requiring the inte-

gration of several areas of knowledge. Hence, it is necessary the deĄnition of

some basic concepts. This chapter presents a brief review of the history behind

the notion of watershed management and some basic concepts related to WRM.

The discussion, then, is directed to the presentation of hydrologic models as

useful tools for providing quantitative information regarding the dynamics of a

watershed and for supporting the development of watershed management plans.

Still discussing about hydrologic models, the chapter introduces the SWAT model

as a successful example of a support tool for the development of IWMPs. A deeper

explanation of the main hydrologic processes as considered by the SWAT model

is presented, as well as some of its limitations and some proposed improvements.

Finally, the chapter is concluded after the presentation of the most relevant

physical, environmental, and socio-economic aspects of the VLW and the IRW,

as well as some aspects of their current management plans.
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1.1 Introduction

Why do we need to manage a watershed?

Although simple, this question brings a lot of meaning behind it. Everyone

lives inside a watershed, even if the majority of the worldŠs population might

not be aware of it. A watershed is not only the area where humans can exploit

water resources, it is the area that provides most of the resources and services

required by socio-ecosystems. In not managed, the overexploitation of these

resources and services can lead to impacts on the soil, ecosystems, and water

resources, especially RFWR, among others. These actions have the potential

of ultimately damaging socio-economic systems [95]. In short, a healthy water

system is essential for a robust economy and a good quality of life. Hence the

need of managing a watershed.

But, what is a watershed?

A watershed can be understood as the land area that drains water to a speciĄc

point in space by a stream network system. Hence, a watershed is an area resulting

from natural hydrology, representing the most logical unit for the management of

continental water resources [39]. The origins of the modern concept of watershed

management can traced back to the 1930Šs when, in southern Ontario, Canada,

an effort for a coordinated management of OntarioŠs watersheds arose as a

response to growing problems related to water supply and sewage disposal as

a consequence of uncontrolled land, water and forestry resources exploitation

[52, 28]. In fact, the origins of watershed management are closely related to the

unrestricted exploitation of the environment [46].

By the 1960s, the unrestricted use of forest resources has led to signiĄcant

changes in the hydrological regime of rivers in Europe and North America, leading

to an acceleration of erosion processes and the increase in the occurrence of

water related hazards in downstream areas. During the same period, between the

1950s and 1970s, big irrigation schemes and the installation of huge hydropower

dams in Asia, Africa, and Latin America has often led to unaccounted negative

impacts on the environment and local communities [47]. These issues helped to

increase the awareness of policy-makers and stakeholders to the importance of



1.1. INTRODUCTION 23

managing watersheds as an integrated system, where not only economic factors

where accounted for, but also their implications on the environment and the social

systems. The realisation that an integrated approach was required in order to

manage such a complex environment that is a watershed has eventually become

the concept nowadays known as IWM. From this concept, an instrument capable

of synthesising the knowledge required to manage watersheds was born, known

as Watershed Management Plan Ű WMP [111].

A WMP is a dynamic and interactive tool that involves the understanding and

translation of the interrelationships and interactions among the biogeophysical and

socio-economic systems. If on the one hand it is well known that the hydrologic

cycle and energy relationships are a fundamental knowledge for the study of

hydrology, and, consequently, for WRM [22], on the other hand the realisation

that the relationships between environmental costs and socio-economic impacts

are also capable of affecting the management of water resources has led to the

understanding that these spheres of knowledge must also be taken into account

during the development of watershed management approaches [31]. If successfully

implemented, WMPs can be powerful and useful tools for attaining and/or

maintaining water quality standards in a watershed, consequently promoting

the protection of the environment, the restoration of ecosystems [39, 40], and

supporting the long-term development of local communities [22].

The successfulness of a WMP depends on how well the general needs of

a watershed are captured by the management plan and on how effective the

proposed management actions can be. As a watershed is an ensemble of unique

biogeophysical and socio-economic features, it becomes necessary the charac-

terisation and understanding of each of these components for the development

of a successful WMP. Moreover, besides the individual characterisation of each

component of a watershed, the comprehension of the interaction among these

elements is also fundamental for the development of a successful WMP as each

component may be the result of unique and sometimes intricate interactions

among themselves. Knowing and managing a watershed means coming to under-

stand not only the natural processes working within the watershed boundaries,

but also human inĆuences and the possible outcomes of this interaction. The

keyword here is integration.
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A WMP should contemplate, whenever possible and needed, other speciĄc

sectoral programs, practices, or plans, such as Forestry Management Plans Ű FMP

or Rural Development Programmes Ű RDP. This integration of knowledge leads

to the concept of IWMP1.

The holistic approach necessary for the successful development and mainte-

nance of a WMP offers the possibility of identifying and addressing issues that

previously could not be tackled in traditional watershed management approaches.

Moreover, through a continuous and cyclical process involved in the preparation of

a WMP, and taking into account considerations from stakeholders [124], actions

addressing the identiĄcation of issues and concerns can then be implemented,

monitored, reported on, and updated as required in order to adapt to changes and

new stressors, or for the implementation of better management practices [88].

Indeed, a WMP must be an instrument capable of adaptation. Similarly to

the way living organisms adapt to their surrounding environment and to changes,

WMPs must be well inserted in a watershedŠs environment by identifying and

proposing sustainable solutions to the issues pertaining the management of a

watershed, while, at the same time, be Ćexible enough in order to enable quick

adaptive actions to be taken into consideration under new situations. Just like

a law that becomes inefficient when is excessively complex, a WMP that is

excessively complex lacks the ability of adaptation, being doomed to failure due

to the inability in delivering lasting beneĄts [3]. The capability to adapt to new

situations is one of the key principles of a successful WMP and is known as

Adaptive Environmental Management Ű AEM [77, 27, 28].

The notion of AEM applied to WRM comes in handy in the era of the

Anthropocene [29, 107]. Climate change is nowadays widely accepted as a fact

by the scientiĄc community, and the implications of a changing climate on the

global hydrologic cycle and global water system have the potential to impact

the regional and local management of watersheds at different scales [108]. As

humans continue to inĆuence the climate system, the global water system will

likely continue to be inĆuenced by changes in the climate system. Hence, adaptive

1Acknowledging the fact the integration is fundamental for the management of watersheds,
this study considers the terms WMP and IWMP to be interchangeable, unless explicitly
mentioned.
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actions must be taken into account when developing a WMP in order to achieve

the sustainable use of water resources.

In summary, a WMP should propose actions prioritising the integrated man-

agement of natural and water resources under a holistic perspective, aiming

at the achievement of a sustainable watershed management and development.

Consequently, the main goal of a WMP can be understood as the study and

identiĄcation of the relevant aspects of a watershed aiming at the sustainable

use, management and distribution of its resources by means of creating and

implementing plans, programs, and projects to sustain and enhance watershed

functions and services within the watershedŠs boundary [86].

1.2 Hydrologic Modelling

Hydrologic modelling is a very useful instrument for supporting the development of

WMPs. Commonly, hydrologic modelling consist in the use of mathematical hydro-

logic models to simulate the hydrologic cycle. When applied at a watershed-level

scale, these models are referred to as regional hydrologic models. Mathematical

models of watershed hydrology can be employed to address a wide range of

environmental and water resources issues. Depending on the complexity and level

of detail of the model, it is possible to simulate not only the hydrologic cycle,

but also hydrologic-related processes such as the transportation of sediments and

nutrients throughout a watershed, vegetation and crop growth, and the provision

of ecosystem services. Hence, the use of hydrological models as a support tool

during the decision making process in a context of watershed management is

an efficient and effective way of providing quantitative information about the

dynamics of watershed.

As models are the representation of a system, hydrologic models are very

useful to describe and explain phenomena that are of interest to the management

of water resources and of watersheds in general. Not only, models in general

allow the quantitatively exploration of situations that may be of interest to the

system. For instance, hydrologic models can be used to assess the consequences

of alternative management scenarios or Best Management Practices Ű BMPs, or
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to assess the impacts of climate change in the management of a watershed by

considering plausible future climate scenarios.

The science that studies the cycling of water in the natural environment (i.e.

hydrologic cycle) is hydrology. In general, there seems to be a consensus that

hydrology is a physical science, concerned mainly with the understanding of the

water cycle of continental areas [23]. Being a natural phenomenon itself, the

hydrologic cycle is governed by the principles of conservation of mass, momentum,

and energy, which can be expressed by a number of equations that provide

a mathematical description of the process [23]. Hence, at the global scale, a

fundamental concept of the hydrologic cycle is that water is neither lost nor gained

from Earth over time. However, the quantities of water in the atmosphere, surface

water, soils, groundwater, and any other storage component of the hydrologic

cycle are constantly changing because of its dynamic nature [22]. Therefore,

based on the understanding the the hydrologic cycle follows the principle of the

conservation of mass, the hydrologic balance of a watershed can be expressed as

represented as follows:

∆S = P + GWi − Q − ET − GWo (C1.1)

where P is the precipitation; GWi is the groundwater Ćow entering the

watershed; Q is the streamĆow leaving the watershed; ET is the actual evapo-

transpiration; GWo is the groundwater Ćow leaving the watershed, and; ∆S is

the change in the amount of water stored in the watershed.

The water balance equation shown in Eq. C1.1 may appear simple, however,

as the representation of a natural system is usually limited by the number of

available or known conservation equations and the scale in which the problem is

being mathematically represented, additional relationships must be introduced in

order to account for these issues, a process known as parametrisation2 [23].

Even though the hydrologic cycle can be seen as a natural process, hydrology

may well be affected by human actions. The ability that humans have to change

2Parametrisation can be understood as a mathematical means of describing the relationships
of phenomena occurring at different resolution scales than of the problem’s resolvable scale
variables. Parameters are usually based on experimentation and observation, and are one of the
sources of uncertainty when using hydrologic models.
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the landscape, for instance, is one of the many ways in which humans can affect

the hydrologic cycle. Climate change, as already discussed, is another way in

which humans are affecting the EarthŠs water circulation. Thereby, the prediction

of the water cycle dynamics over long time-scales is not feasible without including

the interactions and feedbacks with human systems [105]. One of the tools that

allows the quantiĄcation of human impacts in the regional hydrologic cycle, be

them from land-use or climatic changes, is the SWAT model, brieĆy introduced

in the following Sub-Sections.

1.2.1 The SWAT Model

SWAT is a public domain eco-hydrological model jointly developed by the United

States Department of Agriculture Ű USDA Agricultural Research Service Ű ARS

and Texas A&M AgriLife Research, part of The Texas A&M University system

[10]. The model has been systematically improved throughout the past decades by

receiving contributions from users, universities and several other federal agencies

from the United States, the most relevant being: the United States Environmental

Protection Agency Ű EPA; the Natural Resources Conservation Service Ű NRCS;

the Untied States National Oceanic and Atmospheric Administration Ű NOAA,

and; the Bureau of Indian Affairs Ű BIA [83].

The SWAT model is written in Fortran language in a modular fashion [113].

Due to this feature, the model can run in any system conĄgured with the required

libraries to interpret Fortan language, even though some of developed user-

interfaces requires the use of speciĄc third-party software and operating system

(e.g. [127], [33, 34], [1], and [43]). Some of the key-features of the SWAT model

are that the model is physically based, it uses mostly readily available inputs, it is

computationally efficient, and it enables the study of long-term impacts in the

management of watersheds [83]. Currently, the model code is being reviewed,

updated and expanded in order to better harmonise the data exchanges between

the Agricultural Policy/Environmental eXtender Ű APEX and SWAT databases,

and to enable parallel processing [115].

Regarding its applicability, SWAT is an eco-hydrological watershed-scale model

which offers the capability of assessing the impacts of different watershed-related
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management processes and operations, such as different crop rotation schedules,

application of water for irrigation, and many other agriculture-related practices

[83, 69]. The model is a very versatile tool and has been applied in an extensive

array of studies, including land-use and climate change scenarios, alternative

BMPs, and the simulation of the transport and movement of sediments, nutrients

and pesticides throughout a watershed [21, 117, 2, 131, 73, 13]. Indeed, due

to its versatility, the model has been widely used as a support tool for WRM

not only in academic research but also by many governmental agencies, private

companies and research institutes around the globe [92, 41, 63, 125].

For modelling purposes, the SWAT model considers a watershed as an area

composed of a mosaic of smaller units, deĄned as sub-basins. Each sub-basin is

host to a stream channel which is, in turn, connected to a downstream sub-basinŠs

stream channel in such a way that the movement of water, nutrients, and other

hydrologic-related processes is possible throughout the watershedŠs river network

system, until eventually reaching the watershedŠs outlet. Each sub-basin is further

spatially subdivided into smaller units known as Hydrological Response Units Ű

HRUs [83, 127]. An HRU can be understood as a lumped land areas within a

sub-basin that is comprised of unique combination of land cover, soil, slope, and

management, which, altogether, consist the main inputs to the SWAT model [9].

Such subdivision enables the model to reĆect differences in the hydrologic cycle

for various crops and soils, both temporally and spatially.

The HRU is the basic computing unit of the SWAT model. In order to simulate

the hydrologic cycle in a watershed, SWAT calculates Ąrst the hydrologic balance

for each HRU, a process known as the land phase. Sequentially, the movement of

water and other hydrologic-related processes (e.g. nutrients, sediments, etc.) is

computed throughout the channel network of the watershed, in a process known

as the routing phase [83]. The hydrologic balance of both process are brieĆy

reviewed in the following sections in order to build the basis of the proposed

SWAT model modiĄcations, latter covered in the Sub-Section 1.2.2.
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1.2.1.1 Land Phase

The SWAT model assumes water to be the main driver of energy circulating in

a watershed, which, in turn, is the main driver for the movement of pesticides,

sediments and nutrients in a river basin. In order to accurately simulate these

processes, then, the simulated hydrologic cycle must conform to the actual water

movement in the watershed [83]. The main equation describing the water balance

as considered by the SWAT model is shown in Eq.C1.2, while Figure C1.1 depicts

the available water pathways as considered by the SWAT model.

SWt = SW0 +
t
∑

i=1

(Rday,i − Qsurf,i − Ea,i − wseep,i − Qgw,i) (C1.2)

where i is the index for days; t is the current day of the simulation; SWt is

the soil water content on day t [mmH2O]; SW0 is the initial soil water content

[mmH2O]; Rday,i is the amount of precipitation on day i that reaches the soil

surface [mmH2O]; Qsurf,i is the amount of surface runoff on day i [mmH2O];

Ea,i is the amount of actual evapotranspiration on day i [mmH2O]; wseep,i is the

amount of water entering the vadose zone from the bottom of soil proĄle on day

i [mmH2O], and; Qgw,i is the amount of return Ćow on day i [mmH2O].

When simulating the regional hydrologic cycle of a watershed, the SWAT

model considers precipitation as the main mechanism of water transfer from

the atmospheric phase to the land phase of the hydrologic cycle, as shown in

Figure C1.1 and captured in Eq.C1.2. Indeed, precipitation in its different types

affects the temporal and spatial distributions, and the quantity and quality of

water stored in a watershed [22]. Hence, a correct representation of precipitation

is fundamental for the study of hydrology, and consequently to hydrological

modelling and IWM. Although capable of simulating precipitation events, it is

recommended the use of measured precipitation data when using the SWAT

model to simulate the water balance of a watershed.

Not all the amount of water that precipitates from the atmosphere reaches

the ground. The SWAT model considers that canopy interception reduces the

total amount of rainfall by trapping a portion of this total [83]. The model
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considers the amount of intercepted water to be stored in a "reservoir" deĄned

as canopy storage. The maximum size of the canopy storage reservoir in an

HRU is a function of the density and type of vegetation cover, which is variable

throughout the simulation period. The SWAT model assumes that the amount

of water stored during the interception process will never reach the ground, being

only consumed during the evapotranspiration process. Consequently, Rday,i is a

function of the total precipitation amount and the size of the canopy storage

reservoir [83].

Other less relevant inputs to the hydrologic cycle are also contemplated by

the SWAT model, namely point source discharges and irrigation. As considered

by the model, point source discharges do not cycle directly within the land

phase of the hydrologic cycle, being added as a direct input to the routing

phase (see Figure C1.1). Water coming from irrigation applications, instead, is

applied directly to the soil surface and will circulate within the regional hydrologic

cycle. Although not explicitly depicted in the schematic representation shown

in Figure C1.1, irrigation water can be either an input to Eq.C1.2 if the water

source is an unlimited source outside the watershed, or a recirculation mechanism

if the water source is internal to the watershed [9].

After accounting for the main inputs to the water balance equation, the

SWAT model computes the outputs of the equation, namely surface runoff

Qsurf,i, evapotranspiration Ea,i, percolation wseep,i, and return Ćow Qgw,i. The

SWAT model provides two methods for the estimation of the surface runoff,

namely the SCS Curve Number Ű SCS CN procedure3 [104], and the Green &

Ampt InĄltration method [55]. The SCS CN procedure is calculated as follows:

Qsurf,i =
(Rday,i − Ia,i)

2

(Rday,i − Ia,i + Si)
(C1.3)

and:

Si = 25.4 ·

(

1000

CNi

− 10
)

(C1.4)

where Ia,i is the initial abstractions (e.g. canopy storage) on day i [mmH2O];

3All the case studies covering the utilisation of the SWAT model in this dissertation rely on
the use of the SCS CN procedure for the estimation of surface runoff.
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Si is the retention parameter on day i [mmH2O], and; CNi is the curve number4

on day i.

If the HRU being simulated by the SWAT model is a superĄcial water body (e.g.

reservoir), then water may accumulate in the HRU. In that case, water may also

evaporate, returning to the atmospheric phase of the hydrologic cycle. Similarly,

in HRUs covered by land water may evaporate from the top soil layers or be

transpirated by the vegetation covering the HRU. The summation of evaporation

and transpiration is deĄned as evapotranspiration, and can be estimated in a

number of ways. The SWAT model incorporates three methods for the estimation

of the potential evapotranspiration [83], namely: i. The Penman-Monteith method

[81, 6]; ii. The Priestley-Taylor method5 [97], and; iii. The Hargreaves method

[57]. The Penman-Monteith method is mathematically described as:

Ea,i =

∆i · (Hnet,i − Gi) + ρair,i · cp,i ·

⎠

eo
z,i − ez,i

ra,i

⎜

⎟

∆i + γ ·

⎠

1 +
rc,i

ra,i

⎜]

· λv

(C1.5)

where Ea,i is the evapotranspiration on day i [mmH2O]; ∆i is the slope of

the saturation vapour pressure-temperature curve on day i [kPa °C-1]; Hnet,i is

the net radiation on day i [MJ m-2]; Gi is the heat Ćux density to the ground on

day i [MJ m-2]; ρair,i is the air density on day i [kg m-3]; cp,i is the speciĄc heat

of air at constant pressure on day i [MJ kg-1 °C-1]; eo
z,i is the saturation vapour

pressure of air at height z on day i [kPa]; ez,i is the water vapour pressure of air

at height z on day i [kPa]; γ is the psychrometric constant [kPa °C-1]; rc,i is the

plant canopy resistance on day i [s m-1]; ra,i is the aerodynamic resistance on

day i [s m-1], and; λv is the latent heat of vaporisation [MJ kg-1].

The water that does not runoff or is lost to evapotranspiration can remain

in the soil proĄle, Ćow laterally and add to the streamĆow, or percolate past

the bottom of the soil proĄle. The water that leaves the soil proĄle through

percolation is added to the aquifer system of the watershed. The SWAT model

4The CNi is a function of the soil’s properties, land-use, terrain slope, and antecedent soil
water conditions.

5All the case studies covering the utilisation of the SWAT model in this dissertation rely on
the use of the Penman-Monteith method for the estimation of evapotranspiration.
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the aquifer system of a sub-basin as a composition of two distinct yet connected

groundwater systems: a shallow aquifer and a deep aquifer [9, 83].

The shallow aquifer is an unconĄned aquifer system and is basically interpreted

as an underground reservoir of water by the SWAT model. Water may leave

this groundwater system in a number of ways. Naturally, water from the shallow

aquifer may contribute to the streamĆow of the main channel of the sub-basinin

in which this groundwater system is located. Alternatively, water from the shallow

aquifer may further percolate, recharging the deep aquifer system. Still, water

may move from the shallow aquifer to the overlying unsaturated zone through

capillarity, a process known as revap in the SWAT methodological framework, as

shown in Figure C1.1. Finally, water may be pumped from the shallow aquifer for

irrigation purposes.

Differently from the shallow aquifer, that is well integrated in the hydrologic

balance of a watershed, the deep aquifer is considered to be a conĄned aquifer

system, meaning that this aquifer system does not directly contribute to the

streamĆow of the simulated watershed, contributing only to Ćows somewhere

outside of the watershed [8]. The only way to recirculate the water stored in the

deep aquifer is through irrigation, as shown in Figure C1.1.

In general terms, the water balance equation considered by the SWAT model

(i.e. Eq.C1.2) is very similar in structure to Eq. C1.1, the main difference being

that Eq. C1.1 considers not only precipitation as a main hydrological input to the

water balance of a watershed, but also groundwater Ćow that may be entering the

watershed from external sources. This input may be relevant in cases where the

hydrologic balance of a watershed is highly inĆuenced by groundwater systems

covering an area that differs from the area covered by the watershed of interested,

a process known as Interbasin Groundwater Flow Ű IGF [128, 51, 50]. A case

study exploring a similar situation is discussed in the Chapter 3 of this dissertation.

1.2.1.2 Routing Phase

Routing can be understood as the process of estimating the Ćow hydrograph

of a channel at a certain section by making use of known Ćow hydrographs at

one or more upstream sections. In order to perform the routing calculations, the
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SWAT model Ąrst connects each sub-basinŠs main channel in such a way that

each sub-basin has only one outlet and ensuring that water Ćows from the higher

to the lower areas until reaching the watershedŠs outlet. After the channel network

is deĄned, the SWAT model routes water throughout the channel network by

using either the variable storage routing method6 or the Muskingum river routing

method [83].

Similarly to the land-phase, the SWAT model utilises a water balance equation

to compute the changes in the amount of water stored in a channel during the

simulation procedure. The channel water balance equation used by the SWAT

model is shown in Eq.C1.6, while Figure C1.2 depicts a schematic representation

of this equation.

Vt = V0 +
t
∑

i=1

(Vin,i − Vout,i − tloss,i − Ech,i + Vdiv,i + Vbnk,i) (C1.6)

where i is the index for days; t is the current day of the simulation; Vt is the

volume of water stored in the reach on day t [m3 H2O]; V0 is the initial volume of

water stored in the reach [m3 H2O]; Vin,i is the volume of water Ćowing into the

reach on day i [m3 H2O]; Vout,i is the volume of water Ćowing out of the reach on

day i [m3 H2O]; tloss,i is the volume of water lost from the reach via transmission

through the channel bed on day i [m3 H2O]; Ech,i is the evaporation from the

reach on day i [m3 H2O]; Vdiv,i is the volume of water added to or removed from

the reach on day i [m3 H2O], and; Vbnk,i is the volume of water added to the

reach via bank storage return Ćow on day i [m3 H2O];

The volume of water entering a reach Vin,i is a function of the streamĆow

contributions coming from the water balance calculations for each HRU in the

sub-basin as performed in the land phase (see Figure C1.1), and the volumes of

water coming from upstream channels as calculated in the routing phase. The

volume of water leaving the channel water storage Vout,i depends on the routing

method employed during the simulations. If the variable storage routing method

6All the case studies covering the utilisation of the SWAT model in this dissertation rely
on the use of the variable storage routing method for the routing of water throughout the
watershed’s channel network.
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is chosen, then Vout,i is a function of Vin,i and the initial volume of water stored

in the channel V0.

Transmission losses tloss,i can be understood as the water that leaves a stream

channel due to inĄltration into the bed, the banks, and the Ćood plain [85]. These

losses occur during dry periods when a stream does not receive groundwater Ćow

contributions [83]. The SWAT model assumes that transmission losses will either

recharge the deep aquifer or enter bank storage. The water that is stored in the

bank storage, in turn, may return to the main channel as the return Ćow to reach

from bank storage Vbnk,i or move to an adjacent unsaturated zone.

Water stored in a channel may also be removed due to evaporation Ech,i. The

SWAT model estimates that the amount of water removed due to evaporation is

a function of the potential evaporation for the day in the channel and the channel

characteristics, such as length and width [83].

Finally, water may also enter or leave a reach due to diversions. The volume

of water that is diverted to or from a reach on a given day Vdiv,i is a function

of a number of other processes simulated by the SWAT model. Examples of

these processes include irrigation diversion, point source discharges, and water

withdrawals for human consumption.

1.2.2 Modifications in the SWAT Model

The SWAT model is a very useful yet complex eco-hydrological model. Even if the

model is capable of covering a variety of processes, ranging from the simulation

of how hydro-meteorological variables can affect the rainfall-runoff process to

the consideration of how different land management processes can affect the

hydrologic cycle, some improvements can be made in order to better account

for the direct or indirect anthropogenic effects on the hydrologic cycle, such as

the removal of water for irrigation and the effects of a higher concentration of

carbon dioxide in the atmosphere. This section, then, presents the proposed

modiĄcations in the SWAT model source code.
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1.2.2.1 The CO2 Fertilization Effect

As already discussed in the previous sections, climate change has the potential

to affect the hydrologic cycle by unbalancing the EarthŠs energy budget, mainly

due to the intensiĄcation of the greenhouse effect by an increased concentration

of GHGs, such as carbon dioxide. The increased concentration of CO2 in the

atmosphere, however, does not inĆuence only the climate. Being an essential

component of photosynthesis, the higher concentration of CO2 in the atmosphere

has led the scientiĄc community during the past few decades to study the possible

effects of this change in plant growth and development (e.g. [65], [61], [5], [68],

[79] and [75]). Under ideal conditions, it is estimated that plant growth and yield

can typically increase to more than 30% with a doubling of CO2 atmospheric

concentration (i.e. from 280 p.p.m.v. to 560 p.p.m.v.) [67]. Moreover, elevated

atmospheric CO2 concentrations can lead to a remarkable increase in Leaf Area

Index Ű LAI and Leaf Area Duration Ű LAD of plants, possibly increasing the

carbon gain during the growth stage of crops and ultimately resulting in higher

yields and biomass production [72, 70].

Interestingly, a higher concentration of CO2 in the atmosphere can also

affect the evapotranspiration process. Higher concentration levels of CO2 in

the atmosphere allows plants to generally open less their leaf stomatal pores

than they do at lower CO2 concentrations [76]. This change allows plants to

reduce their water loss by transpiration while, at the same time, increase the

amount of carbon plants can gain per unit of water consumed, a concept known

as Water-Use Efficiency Ű WUE. It is estimated a consistent decrease in actual

evapotranspiration ranging from 5% to 20% at elevated CO2 concentration levels

[66, 70]. Furthermore, the effect of decreased evapotranspiration at elevated

CO2 concentration levels can also lead to an increase in soil moisture [70], as less

water is consumed from the soil proĄle. If true, this process can result in plants

being less susceptible to negative effects of dry spells during the growing season.

The SWAT model acknowledges that a higher concentration of CO2 in the

atmosphere can affect the growth process of plants by incorporating two equations:

i. The Ąrst equation (Eq. C1.7), proposed by Easterling et al. [36], accounts for

the impact different CO2 atmospheric concentration levels on leaf conductance,
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and; ii. The second equation (Eq. C1.8), proposed by Stockle et al. [109],

accounts for the impact of different CO2 atmospheric concentration levels on

Radiation-Use Efficiency Ű RUE of plants. Both equations are shown below.

gℓ,CO2 = gℓ ·

[

1.4 − 0.4 ·

(

CO2

330

)]

(C1.7)

where gℓ,CO2 is the leaf conductance modiĄed to reĆect the effects of higher

concentration levels of CO2 in the atmosphere [m s-1]; gℓ is the effective leaf

conductance [m s-1], and; CO2 is the atmospheric concentration of carbon dioxide

in the atmosphere [p.p.m.v.].

RUE =
100 · CO2

CO2 + e(r1−r2·CO2)
(C1.8)

where RUE is the radiation-use efficiency of the plant [kg ha-1 (MJ/m2)-1],

and; r1 and r2 are shape coefficients.

Both Eq. C1.7 and Eq. C1.8 were developed for a CO2 ranging between

330-660 p.p.m.v., being not recommended their use outside this range. In fact,

as shown in Eq. C1.7, the SWAT model assumes a value of 330 p.p.m.v. to be

the minimum possible value for CO2. In case a value lower than 330 p.p.m.v. is

read by the model, no adjustment is done.

By the expression presented in Eq. C1.7, an increase in the concentration of

CO2 in the atmosphere will lead to a decrease in the leaf conductance of a plant

gℓ,CO2. The gℓ,CO2 is the inverse of the effective stomatal resistance of a single

leaf rℓ, which, in turn, is a variable used for the calculation of the plant canopy

resistance rc, as follows:

gℓ =
1

rℓ

(C1.9)

rc =
rℓ

0.5 · LAI
(C1.10)

where rℓ is the effective stomatal resistance of a single leaf [s m-1]; rc is the

plant canopy resistance [s m-1], and; LAI is the leaf area index of the canopy.

Consequently, an increase in the concentration of CO2 in the atmosphere

will lead to an increase in the plant canopy resistance rc, ultimately leading to a
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decrease in the evapotranspiration amount Ea,i, according to Eq. C1.5.

Regarding the RUE, Eq. C1.8 indicates that an increase in the atmospheric

concentration of CO2 leads to an increase in the RUE, which, in turn, affects

the potential increase in total plant biomass ∆bio and total plant biomass bio, as

follows:

∆bioi = RUE · Hphosyn,i (C1.11)

bio =
t
∑

i=1

∆bioi (C1.12)

where i is the index for days; t is the current day of the simulation; RUE

is the radiation-use efficiency of the plant [kg ha-1 (MJ/m2)-1]; Hphosyn,i is the

amount of intercepted photosynthetically active radiation on day i [MJ m-2];

∆bioi is the potential increase in total plant biomass on day i [kg ha-1], and; bio

is the total plant biomass on day t [kg ha-1].

Consequently, an increase in the concentration of CO2 in the atmosphere will

lead to an increase in the radiation-use efficiency of the plant RUE, ultimately

leading to an increase in the total plant biomass bio.

Interestingly, the SWAT model assumes that the concentration of CO2 in the

atmosphere is variable in space but not in time. Based on the concept that the

concentration of CO2 in the atmosphere is relatively homogeneous throughout

the globe due to the fact that a typical molecule of CO2 stays in the atmosphere

for more than a century [59], this dissertation proposes a modiĄcation in the

SWAT model source code to account for changes in the concentration of CO2

in time, while keeping it spatially constant. The proposed change assumes that

the concentration of CO2 is updated at the beginning of each year during the

simulation process, remaining constant throughout the year, even if in reality

the concentration of carbon dioxide in the atmosphere is known the sightly vary

according to the seasons [64, 116]. The observed values used as reference for the

CO2 concentration in the atmosphere were obtained as measured by the Mauna

Loa Observatory Ű MLO [114], while the carbon dioxide concentration values for

the considered RCPs (i.e. 4.5 [25, 106, 130] and 8.5 [98]) were obtained from
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the Coupled Model Intercomparison Project Ű CMIP5 RCP Database [26]. The

proposed code modiĄcations can be seen at Appendix 1 Ű The CO2 Fertilization

Effect.

1.2.2.2 Irrigation

As depicted in Figure C1.1, irrigation is the only anthropogenic process fully

incorporated into the available water pathways during the estimation of the

hydrologic balance as considered by the SWAT model. Moreover, irrigation

operations are capable of interacting with all major process of the hydrologic

cycle on land, such as surface runoff, while being the only process capable of

recirculating water from the deep aquifer into the watershed [83]. In fact, of such

importance can be the irrigation process that the water budget in watersheds

where irrigation is used as an extensive agricultural practice can be drastically

affected [56, 112, 71].

The SWAT model allows farmers to apply irrigation water to their crops in

two different ways: i. The Ąrst one, deĄned as manual irrigation, by following

a schedule of speciĄc dates, and; ii. The second one, deĄned as auto-irrigation,

that is triggered depending on the water stress of crops or soil water deĄcit. The

irrigation water may come from 5 distinct sources, as follows: a reach, a reservoir,

a shallow aquifer, a deep aquifer, or a source outside the watershed [83].

If the source or irrigation water is a reach, a shallow aquifer, or a deep aquifer,

the water is taken from the source located in the sub-basin from which the HRU

demanding irrigation water belongs. If the source is a reservoir, the reservoir

from which water is taken must be speciĄed. Still, if the irrigation water source

is a reach, the model allows the user to deĄne some parameters that allows the

setting of a minimum in-stream Ćow before, a maximum irrigation water removal

amount per day, and a percentage of the total Ćow in the reach that is available

for removal on any given day. These parameters prevent the over-exploitation of

water from a reach. Finally, the model also takes into consideration the efficiency

of irrigation water applications, which is seen as a function of the conveyance

efficiency and the Ąeld application efficiency7.

7Conveyance efficiency represents the efficiency of transportation of irrigation water from
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By reviewing the SWAT model source code, three issues can be identiĄed

with the simulation of irrigation operations:

1. Currently, the model consider that irrigation water losses can be converted

only to surface runoff;

2. When auto-irrigation takes place and the source is a reach, a shallow aquifer,

or a deep aquifer, the amount of water removed from the source can be

different from the amount of water that is taken for the irrigation operation,

and;

3. The irrigation procedure is not computed as a single operation, meaning

that different conĄgurations of irrigation (e.g. manual or auto-irrigation,

water sources, etc.) are calculated by different sub-routines.

The Ąrst issue with the irrigation procedure as considered by the SWAT

model is a limitation of the model, that assumes that water losses coming from

irrigation operations can be converted only to surface runoff, the difference (if

any) being removed from the system. The second issue is somehow worrisome as

it basically violates the law of conservation of energy and mass. Note that this

item is different from the concept of water losses due to the efficiency of irrigation

applications, where losses to evapotranspiration and inĄltration are computed.

This issue basically occurs because the SWAT model computes Ąrst the amount

of water applied to the Ąeld (taking into account the irrigation efficiency), and

later computes the amount of water removed from the source. Finally, the third

issue is nothing more than a topic pertaining to good programming practices.

Considering that and irrigation operation (i.e. application of water to land) is

the same independently of which water source or type of schedule is used (i.e.

manual or automated operation), it makes sense to write a single function to

compute this procedure.

Taking into account the discussed model limitations, it is proposed an update

to the sub-routine responsible for simulating irrigation applications by the SWAT

model. The proposed updated irrigation sub-routine tackles the identiĄed issues

the source to the field. Field efficiency represents the efficiency of the application of irrigation
water in the field.



42 CHAPTER 1. WATERSHED MANAGEMENT

by: i. Integrating the irrigation application into a single sub-routine, called

irrigation.f ; ii. Proposing a new sub-routine, called irr_source.f, that is responsible

for processing all the speciĄc tasks of the different water sources; iii. Incorporating

two new variables, the Ąrst called tird responsible for storing the total amount of

water removed from the source, and the second called lird responsible for storing

the amount of water lost due to lack of efficiency in the irrigation system that is

not converted to surface runoff, and; iv. reordering the irrigation process to better

reĆect how irrigation is actually performed in the Ąeld (i.e. Ąrst the removal of

water from source is computed, then the water that is available for irrigation is

computed).

The proposed modiĄcations in the simulation of irrigation processes assumes

that the water losses due to lack of efficiency will recharge the shallow aquifer,

being, then, incorporated into the land phase of the hydrologic cycle as shown

in Figure C1.1. The proposed modiĄcations can be seen in Figure C1.3, which

depicts a comparison of the irrigation process when the source is a reach for

the original irrigation procedure, on top, and the proposed updated irrigation

procedure, on bottom. The proposed code modiĄcations, instead, are shown in

Appendix 1 Ű The Irrigation Process.

A description of the variables shown in Appendix 1 Ű The Irrigation Process

is presented as follows: Flow is the current streamĆow [m3 s-1]; Flowmin is the

minimum streamĆow allowed for the reach [m3 s-1]; wtravail is the amount of

water available to be used from the source for irrigation [m3 d-1]; divmax is the

maximum amount of water that can be diverted from the source for irrigation

[m3 d-1]; vmm is amount of water actually diverted from the source for irrigation

[m3 d-1 or mmH2O]; aird is the amount of irrigation water that is added to the

soil proĄle and that can actually be used by crops [mmH2O]; qird is the amount

of irrigation water that is lost to surface runoff [mmH2O]; lird is the amount of

irrigation water that is lost due to lack of irrigation efficiency, being added to

the shallow aquifer [mmH2O]; tird is the total amount of irrigation water that is

diverted from the source [mmH2O]; sqrto is the fraction of irrigation water that is

converted to surface runoff, and; irreff is the irrigation efficiency.
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a.

b.

Figure C1.3: Comparison between how the irrigation process is considered by the
SWAT model, on top, and the proposed updated version, on bottom.
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1.2.2.3 Neural Networks

The ability to adapt to the surrounding environment is a key factor determining

human evolution [129, 123]. However, not only do humans adapt to their

surrounding environment, but they also have the capability of modifying the

environment in order to better Ąt their needs [53, 74]. Leveraged by the increased

understanding of human consequences on the global climate, the idea that humans

are an important part of the environment in which they are inserted into and

not only simply consumers of goods and services provided by it [95], has led the

scientiĄc during the past few decades to develop new concepts and sciences to

better comprehend this complex interconnected system, such as the concept of

global water system [121, 122, 4, 20] and the socio-hydrology science [105, 32].

Indeed, in a context o hydrologic modelling the idea of not considering possible

consequences of human actions on the hydrologic cycle is infeasible, translating

in the idea of "stationary is dead" [80].

As in any new research area that requires the development of concepts and

the consolidation of theories in order to better cement the knowledge that builds

the foundation of a new science, the realisation of how the relationships between

human and biogeophysical systems is not yet completely understood and some

issues still persist. One these issues is the inquiry whether it is possible, and

if so, how to model human adaptation to climate change and how to capture

the feedbacks between human actions and the climate system [91]. Two main

challenges can be identiĄed as hindrances that limit the current capability of

modelling human adaptation to climate change. The Ąrst refers to the problem

of capturing human decisions, a process that depends on human choices and

behaviours which is per se uncertain [103]. The second challenge refers to the

capability of identifying and describing the relationships between biogeophysical

and socio-economic systems [91], and how changes in one system affect the other.

Different research areas have attempted to emulate human behaviour with

vary degree of success by using different mathematical modelling techniques. For

instance, when trying to capture individualŠs behaviour under climate change

conditions, Agent Based Models Ű ABMs (e.g. [93], [102], and [15]) and integrated

models (e.g. [62] and [45]) are popular choices. From the computational science,



1.2. HYDROLOGIC MODELLING 45

attempts to simulate human decisions involve the use of fuzzy logic (e.g. [94])

and machine learning algorithms (e.g. [87], [90], [82], and [110]), such as ANNs.

ANNs are an interesting choice. This family of models is a technology born

from the human attempt to translate the knowledge on how the human brain

works into a quantitative model [58]. In fact, the understanding of how the

human brain and nervous system work is quite challenging and is constantly

evolving. The same is valid for ANNs models. Inspired by the operation of the

natural nervous system, ANNs are capable of acquiring and storing knowledge

from the surrounding environment, ultimately being capable of learning from this

interaction. Indeed, the capability of learning is one of the most important and

fascinating features of ANN models [126]. Together with the notion of learning

comes the idea of adaptability. Similarly to the human brain, ANN models have

the capability of adapting their synaptic weights according to their perception

of the surrounding environment, a process know as training. From the notion of

training, comes the concept of generalisation. A well trained ANN model must

be able to generalise the problem to which they are applied, meaning that the

model must be capable of producing reasonable outputs for input patterns which

were not present during the learning phase of the model [60]. To some extent,

this is a concept similar to certain human adaptation actions under an unknown

future climate scenario.

The coupling of the SWAT and the ANN models, then, is proposed as a

methodology capable of adding variability to speciĄc anthropogenic processes

that are likely to be altered in future socio-economic and climatic scenarios. By

considering this approach, the notion of "stationary is dead" as proposed by

Milly et al. [80] is taken into account, and variables that otherwise would be

Ąxed in time or be input directly by the user can now be computed and altered

accordingly to the outputs of an ANN model capable of adapting under new

situations. Chapter 3 explores the feasibility of coupling both models, while

Chapters 4 and 5, besides exploring some site-speciĄc issues, makes use of this

notion of adaptability.

A theoretical description of the developed ANN model is presented in Appendix

2. The source code of the model is available for consultation in Appendix 3. The

modiĄcations proposed in the SWAT model source code in order to accommodate
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the coupling with the developed ANN model are shown in Appendix 1 Ű Coupling

with ANN Model.

1.3 The VLW

The VLW is a drainage basin located in the Italian Region of Veneto, covering an

area of approximately 1,850 km2. This watershed represents the area where the

surface water network Ćows into the Lagoon of Venice. The VLW is composed of

8 major sub-basins (covering around 90% of its total area) and 6 minor sub-basins

[118]. Figure C1.4 shows the VLW and its sub-basins. The major sub-basins,

from north to south, are: Vela; Dese-Zero; Marzenego; Naviglio-Brenta; Lusore;

Fiumazzo; Montalbano, and; Trezze. The Avenale, Brenton del Maglio and

Cambroso sub-basins, represented by the diagonal-lined polygons, contribute only

partially to the overall water balance of the VLW. The dark grey area corresponds

to the smaller sub-basins of the VLW. Figure C1.4 considers the overall operation

of the VLW during ordinary Ćow conditions.

In its most northern/north-western region, the VLW is characterised by the

inĆuence of signiĄcant amounts of spring waters coming mainly from outside the

watershedŠs land area. This mostly external contribution comes from an open

aquifer originating in the Venetian high plains, playing an important role in the

overall water budget and nutrient balance of the watershed [118, 100, 99, 13].

Being a diffuse source and coming from below the ground level, the quantiĄcation

of the total spring water inĆux is a challenging task. Moreover, this contribution

is also highly variable throughout a year, being dependent on the amount of

water available on the aquifer, which, in turn, depends on past meteorological

conditions and upstream withdrawals, among other factors [12, 44]. This complex

and difficult to quantify water inĆux affects the management of the VLW and is

one of the reasons why this watershed is characterised by a complex and intricate

stream network system.

Nevertheless, due to the fact that the VLW is mainly a plain area and some

of its area is actually bellow the sea level, land reclamation has played and still

plays a central role in the conĄguration of the watershed, resulting in a complex
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Data source: Veneto [119]

Figure C1.4: The VLW and its sub-basins.
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environment that has been remarkably modiĄed throughout the centuries. This

intricate environment is the result of an incredible implementation of hydraulic

engineering works that sums up to a length of approximately 20,000 km of

canals, 400 draining pumps for water lifting, and thousands of hydraulic control

devices, ultimately resulting in a complex yet fascinating system [16]. Besides

land reclamation, irrigation has historically and consistently played a crucial role in

promoting the economic development and, consequently, in the conĄguration of

the VLW, allowing for greater income security in a complex physical environment

[18].

Several of the implemented hydraulic works, such as modiĄcations in the

superĄcial water pathways and the implementation of hydraulic devices, are spread

around the watershed in order to either limit or assist the Ćow of water in channels.

This is specially true in the areas closer to the Lagoon of Venice, as these areas

are characterised by depressions on the surface terrain (some of which are below

the mean sea level), modest slopes, and thin soil. Combined, these characteristics

make the natural drainage of surface water a very difficult task [89]. This is

one of the reasons why the VLW is managed by a complex hydraulic system,

requiring the operation of speciĄc hydraulic devices in areas that are often subject

to mechanical drainage. As a matter of fact, the mechanical lifting of water is an

indispensable instrument for the management of Ćood safety in the VLW. It is

estimated that about 44% of the VLWŠs hydraulic devices are located in areas

below the sea level, while more than 63% of the mechanical lifting devices are

located in areas not higher tahn just 2.5 m.a.s.l. [16].

Figure C1.5 depicts the Digital Elevation Model Ű DEM of the VLW, indicating

how plain the terrain is and how extensive the areas subject to mechanical drainage

can be.

Indeed, the VLW is a very complex environment well worthy of complex

management solutions. In general terms, the general hydraulic management of

the VLW can be divided in two distinct phases: one during low-Ćow conditions

and another during high-Ćow conditions. The low-Ćow phase is understood as

streamĆow under ordinary conditions VLW [16]. The contrast between the two

hydraulic management phases of the VLW is such to the point that, during the

high-Ćow phase, the totality of some sub-basinsŠ open channel Ćow is diverted to
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Data source: Veneto [119]

Figure C1.5: Elevation map of the VLW.
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neighbour river basins which do not discharge in the Lagoon of Venice [17]. This

artiĄcially-driven water pathway is responsible for the dynamic behaviour of the

VLW, creating a dynamic watershed that has a maximum contribution area of

2,006.5 km2 during ordinary Ćow conditions, and a minimum area of 1,853.4 km2

during the high-Ćow phase [17].

Two are the elements that mainly affect the hydraulic management of the

VLW, namely: i. The streamĆow levels of the rivers belonging to the VLW, and;

ii. The total amount of water entering the watershed from external sources [12].

The external sources, in turn, can be segregated into two major groups, namely: i.

Incoming groundwater sources, and; ii. ArtiĄcially controlled streamĆow coming

from the surrounding watersheds. Figure C1.6 shows the location where most of

the groundwater contribution takes place in the VLW, as well as the approximate

location of some of the most relevant hydraulic devices. The hydrography

represented by the blue lines in Figure C1.6 depicts the streams of interest to

the Directive 2000/60/EC, while the hydrography represented by the red-dashed

lines indicates the rivers which do not belong to the VLW [16]. The groundwater

recharge area is represented by the blue dotted-polygon to the north of the

watershed while the spring belt is the area between the two thick blue lines, to

the south of the groundwater recharge area [120].

In average values, the majority of the external water volume entering the VLW

from external sources comes from the aquifer system depicted in Figure C1.6.

This aquifer is characterised for being an open and deep aquifer system, located

mainly to the north/north-west of the VLW in the Venetian high plains. The

depth of this aquifer may go down to a hundred metres, especially in its most

northern section [12]. Southwards, closer to the VLWŠs borders, the depth of

this aquifer system consistently decreases until reaching a transitional region

between the Venetian high plains and the Venetian lowlands (the so-called ’media

pianura Veneta’). At this point, the aquiferŠs water table intersects the surface

topography, originating the spring area as show in Figure C1.6 [12]. The spring

belt area is characterised by the presence of several river sources. Due to its

nature, rivers originating in this area are referred to as resurgence rivers.

In general terms, the groundwater recharge process of this aquifer is charac-

terised by a bimodal system, composed of two low groundwater level phases and
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Data source: Veneto [119]

Figure C1.6: Main hydrologic features of the VLW.
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two peak groundwater level phases. The Ąrst peak groundwater level phase can

be identiĄed during the late-spring and is linked with the snow-melting process

taking place in the Dolomites. The second peak groundwater level phase, instead,

is usually less pronounced and commonly identiĄed around autumn, when precipi-

tation amounts are usually more pronounced over the North-Eastern Italy [12].

In average terms, the annual precipitation amount in the VLW varies from about

700 mm in its most meridional part to 1,000 mm in its most septentrional part

[11, 89]. Usually, the period around November is known to be the wetter in the

VLW area. The average monthly temperature, instead, varies from a minimum

average of approximate 3.0 °C in January to a maximum of 24.0 °C in July [11].

The second major external water source to the VLW is the artiĄcially controlled

superĄcial Ćow deviated either from bordering watersheds or watersheds that

contribute only partially to the water budget of the VLW. Figure C1.4 shows

the three watersheds that contribute only partially to the VLW. The artiĄcial

management of these sub-basins affect mainly the Dese-Zero, the Marzenego,

and the Montalbano watersheds. The main artiĄcial external water sources to

the Dese and Marzenego rivers come from deviations of the Avenale watershed,

which covers an area of approximately 100 km2. Similarly, the Brenton del Maglio

watershed, which covers an area of approximately 45 km2, can be controlled to

discharge its waters in either the Zero river or the Sile drainage network. Finally,

the main artiĄcial external water source to the Montalbano watershed comes

from the Cambroso sub-basin. The Avenale and Brenton del Maglio watersheds

contribute only partially to the VLW, as part of its hydraulic contribution is

directed to channels which do not discharge in the Venice Lagoon. Similarly,

roughly half of the superĄcial water Ćow coming from the Cambroso sub-basin is

deviated to the Brenta-Bacchiglione system, the rest being directed to the VLW.

Table C1.1 shows an estimate of the streamĆow partitioning of those watersheds

during the two distinct Ćow conditions of the VLW.

During dry periods, the return Ćow coming from the aquifer system shown

in Figure C1.6 might not be enough to grant an optimal supply of water for the

needs of some of the VLWŠs sub-basins. Consequently, the artiĄcially controlled

superĄcial Ćow in the VLW exert a fundamental role in maintaining a satisfactory

streamĆow level for the whole watershed [118]. Usually, dry periods in the VLW
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Table C1.1: Flow partition estimates in the VLW.

Low-Flow High-Flow

Sub-basin VLW
Brenta-

Sile VLW
Brenta-

Sile
Bacchiglione Bacchiglione

Avenale 25% 75% 0% 12% 88% 0%
Brenton del Maglio 33% 0% 67% 33% 0% 67%
Cambroso 50% 50% 0% 0% 100% 0%
Muson Vecchio 100% 0% 0% 83% 17% 0%
Tergola 100% 0% 0% 0% 100% 0%
Trezze 100% 0% 0% 75% 25% 0%

Adapted from: Bixio et al. [17]

are veriĄed during the spring and summer seasons, when the amount of water

withdrawals increase not only because of the higher rate of evapotranspiration,

but also because of the increased water intake due to irrigation use for agricultural

practices [17]. In order to deal with this particular issue, an irrigation schedule

based on rotational turns currently takes place in the VLW, considering speciĄc

factors, such as water needs of the crops, soil characteristics, and the availability

of water [18, 96]. Interestingly, this same intricate hydraulic control system

enables the administration of the VLW streams system when the availability of

water is high, raising concerns related to Ćoods. Under these situations, the

controlled hydraulic devices can work as a Ćood control system by not allowing

water intake from bordering watersheds and by transposing water volumes from

one drainage network system to another when streamĆow levels are dangerously

high.

Due to its complexity, the VLW is managed by a number of watershed districts,

even though it is formally part of a larger watershed district known as the Eastern

Alps River Basin District Ű EARBD. The most relevant watersheds districts are

[89]:

1. Dese-Sile, covering most of the Dese-Zero and Marzenego watersheds, and

parts of the Vela watershed;

2. Adige-Bacchiglione, covering the Trezze watershed, and;

3. Sinistra-Medio Brenta, covering parts of the Dese-Zero, Marzenego, Naviglio-

Brenta, Lusore, and Fiumazzo watersheds.
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Other river basin districs also cover parts of the VLW, even if in smaller amounts

than the three watershed districts listed above. These minor watershed districts

are: Bacchiglione-Brenta; Destra Piave; Basso Piave; Pedemontano Brentella di

Pederobba, and; Pedemontano Brenta [89]. The following sub-sections describe

in deeper details each of the major sub-basins of the VLW.

1.3.1 Vela Sub-basin

The Vela watershed is mostly managed by the Destra Piave watershed district.

This sub-basin covers an area of approximately 110 km2 and is characterised for

being an "appendix" sub-basin to the VLW, located in its most northern section

[89]. Most of this sub-basin is composed of natural Ćowing channels, the most

important being the rivers Vallio and Meolo [17], which drain their waters to an

artiĄcial channel named Vela, hence the name of the sub-basin. Once reaching

the Vela channel, no other hydraulic contribution is received by the channel, which

ultimately discharges into the Lagoon of Venice after passing under the Sile river,

a few kilometres after receiving the contributions from its tributaries [17, 89].

The average streamĆow discharge of the Vela watershed is about 3 m3 s-1 [89].

Both Vallio and Meolo rivers are originated from return Ćow coming from the

big aquifer system located to the north/north-west of the VLW (see Figure C1.6

for reference), being classiĄed as resurgent rivers. The Vallio river originates near

the city of San Biagio di Callalta, draining waters from parts of the territories of

Roncade, Biancade, and also San Biagio di Callalta. Near the city of Meolo, the

rivers Vallio and Meolo merge, ultimately draining their water to the Vela channel.

The Meolo river originates near the city of Breda di Piave, draining water from

areas covered by the cities of San Biagio di Callalta, Monastier, and Breda di

Piave [17].

1.3.2 Dese-Zero Sub-basin

The Dese-Zero is the third largest major sub-basin of the VLW, covering an area

of, approximately, 250 km2 and representing approximately 14% of the total VLW

area. The Dese-Zero watershed consists of two major rivers, namely Dese and
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Zero, and several small streams distributed among the watershed. The main

river is the Dese river, meeting its main tributary, the Zero river, at just about

100m before discharging into the Lagoon of Venice. Both rivers are classiĄed

as resurgence rivers, as they receive signiĄcant amounts of spring waters from a

groundwater system near the city of Castelfranco Veneto. The average streamĆow

discharge of the watershed varies from ca. 1 m3 s-1 to 8 m3 s-1 [89].

Although the Dese-Zero watershed is one of the most natural sub-catchments

of the VLW [118], its drainage network is still rather complex. The watershed

is rather plain, while the area closer to the Venice Lagoon is characterised by

the presence of depressions in the terrain, some of which are below the sea level.

Consequently, water Ćow in this area is subject to mechanical drainage [89]. As a

matter of fact, approximately 10% of the Dese-Zero watershedŠs area is below

sea level, while approximately 82% is below 25 m.a.s.l, indicating how plain the

watershed is.

A number of hydraulic works take place on the upper-basin of the Dese-Zero

watershed, the most important one being the hydraulic junction of Castelfranco

Veneto [89], which diverts water from the Avenale river system to the Dese river,

near the city of Castelfranco Veneto. Similarly, the Zero river receives hydraulic

contributions from the Brenton del Maglio watershed, as managed by a hydraulic

node located near the city of Albaredo di Vedelago [17, 120].

1.3.3 Marzenego Sub-basin

Smaller than the Dese-Zero watershed, the Marzenego sub-basin covers an area

of, approximately, 140 km2. The main river names the watershed, being renamed

to Osellino channel in its Ąnal stretch, ranging from the city of Mestre to the

riverŠs mouth, at the Lagoon of Venice. Similarly to the Dese and Zero rivers, the

Marzenego river receives signiĄcant amounts of spring waters around the area

Castelfranco Veneto, being classiĄed as a resurgence river. The average discharge

of the Marzenego watershed varies between 2 and 7 m3 s-1 [89]. Similarly to

the Dese-Zero watershed, the Marzengo sub-basin is characterised for being a

very plain watershed to the point that almost 93% of its total area is below

25 m.a.s.l.. Due to this fact, around 30% of its watershed area is subject to



56 CHAPTER 1. WATERSHED MANAGEMENT

mechanical drainage, while the remaining is subject to gravity or alternate drainage

[17, 120]. Similarly to the Dese river, the Marzenego watershed receives hydraulic

contributions from the Avenale sub-basin, as managed by the upstream hydraulic

junction of Castelfranco Veneto [89].

1.3.4 Naviglio-Brenta Sub-basin

The Naviglio-Brenta is the second largest sub-basin of the VLW, covering an

area of approximately 310 km2. This sub-basin is characterised for being a highly

modiĄed watershed, specially in its area closer to the Lagoon of Venice [89]. In

its most northern section, rivers like Tergola and Muson Vecchio, two of the most

important reaches in this area, are originated from the return Ćow coming from

the aquifer system depicted in Figure C1.6. Both rivers eventually discharge their

waters into the Naviglio-Brenta river, the river that names the watershed. The

Tergola river discharges into the Naviglio-Brenta channel at two distinct points

after being split in two distinct channels: the Ąrst near the city of Strà, by a

channel named Veraro, and; the second and most important near the city of

Mira, by a channel named Serraglio, which is actually the natural course of the

Tergola river. Near the city of Mira, the Muson Vecchio river also merges with

the Navigation-Brenta by a channel named Taglio di Mirano [17, 89]. The Taglio

di Mirano channel is the water course that crosses the Lusore sub-basin, spliting

it into two sections. Both the Tergola and the Muson Vecchio streamĆows can

be partially deviated to the Brenta river system during exceptional Ćow conditions

[17].

The Naviglio-Brenta is, in fact, the original course of the Brenta river which has

been systematically modiĄed throughout the centuries and nowadays discharges

most of its waters directly into the Adriatic Sea. Some of the streamĆow

originating from the Brenta watershed, however, still discharges into the Lagoon

of Venice as part of its total Ćow is deviated by an hydraulic device located

near the city of Strà to its old original course, originating the Naviglio-Brenta

[17, 89]. The Naviglio-Brenta system is, hence, an artiĄcially controlled watershed

[118]. The Naviglio-Brenta is also a navigable channel, Ćowing for about 27 km

until eventually discharging into the Lagoon of Venice [17]. This process is not



1.3. THE VLW 57

linear, though. Just after receiving the contributions from the Taglio di Mirano

channel, the Naviglio-Brenta is split in two: the Ąrst branch follows the natural

course of the Naviglio-Brenta channel, and; the second branch originates the

Taglio Nuovissimo channel, an artiĄcial channel the Ćows to the south of the

VLW eventually merging with the Montalbano channel and discharging into the

Lagoon of Venice [17, 18]. About 5 km before reaching the Lagoon of Venice,

the Navilgio-Brenta branch is split once again. A Ąrst branch follows its original

course, while a second branch creates the Bondante channel, that eventually

discharges in the Lagoon of Venice after Ćowing for a stretch of about 3 km [17].

The average streamĆow discharge of the Naviglio-Brenta channel varies from

ca. 6 m3 s-1 to 10 m3 s-1 [89], a modest value if compared to the amount of water

that is receives from its tributaries throughout its course [17]. During low-Ćow

conditions, the main source of water to the Naviglio-Brenta is the Brenta river,

as managed by an hydraulic device located near the city of Strà. This deviation

is done mainly by gravity and the Ćow magnitude that can be deviated depends

on the Ćow levels in the Brenta river [89].

1.3.5 Lusore Sub-basin

The Lusore sub-basinŠs stream network system is composed of two major channels,

named Lusore and Veternigo-Menegon, which are fed by waters originating

mainly in the spring belt area, more precisely between the cities of Cittadella and

Castelfranco [118]. Since this area is located outside of the area covered by the

Lusore watershed, the water that actually Ćows in this watershed is deviated from

the surrounding channels. Precisely, the Lusore channel is fed by water deviated

from the Muson dei Sassi channel, while the Veternigo-Menegon channel receives

water from a deviation of the Muson Vecchio [118, 89]. The watershed covers

an area of approximately 155 km2 that is basically split in half due to the fact

that it is crossed by the Taglio di Mirano channel [17]. The average streamĆow

discharge of the Lusore watershed is around 3 m3 s-1 [89].
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1.3.6 Fiumazzo Sub-basin

The Fiumazzo watershed is the land area that covers the superĄcial drainage

network that discharges in the Fiumazzo channel. The watershed area is about

125 km2. Two are the main channels that cover this area, namely Fiumicello and

Cornio. Both channels merge near the location of Corte, fraction of the city Piove

di Sacco, forming the Fiumazzo channel. This channel ultimately discharges into

the Lagoon of Venice after after passing under the Brenta river and the Taglio

Nuovissimo channel [89]. The average streamĆow discharge of the Vela watershed

is around 1.5 m3 s-1 [89]. Most of the area covered by the Fiumazzo watershed is

subject to either mechanical or alternate drainage due to terrain characteristics,

such as the presence of depressions in the terrain surface [89].

1.3.7 Montalbano Sub-basin

Moving to the meridional part of the VLW, it is possible to locate the Montalbano

watershed. Without taking into consideration the sub-basins draining only partially

to the VLW, the Montalbano watershed is the smallest in area coverage. This

sub-basin covers an area of, approximately, 60 km2, corresponding to just 3.5% of

the total VLW area. The main stream is named Montalbano channel and names

the watershed. Similarly to the Dese, Zero, and Marzenego rivers, the Montalbano

channel is a natural stream [89], although somewhat modiĄed throughout the

past centuries due to human interventions [17].

Differently from most of the major sub-basins of the VLW, the Montalbano

watershed does not discharge directly into the Lagoon of Venice. Instead, it

merges its waters with the Taglio Nuovissimo channel, which ultimately discharge

in the Lagoon of Venice near the city of Chioggia [17]. The average outĆow of

the Montalbano watershed is the lowest among all major sub-basins of the VLW,

corresponding to a mean value of just 0.35 m3 s-1 as measured by streamĆow

station between the years of 2005 and 2007 [89]. Depending on speciĄc hydraulic

management conditions, the Montalbano watershed may or may not receive

hydraulic loadings from an area covered by the Cambroso watershed. The area

covered by the Cambroso watershed is, in fact, the drainage area covered by a
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hydraulic pump located in the city of Codevigo, stretching for about 45 km2.

This hydraulic device was installed with the purpose of serving as a Ćood-control

device, being capable of pumping a maximum water Ćow of 16 m3 s-1 during

high-Ćow events and with respect to speciĄc hydraulic management circumstances

[14].

1.3.8 Trezze Sub-basin

The Trezze watershed is the largest sub-basin of the VLW, covering an area of

approximately 470 km2, representing roughly 26% of the total area of the VLW.

Most of the watershedŠs area is the result of land reclamation, resulting in a

the terrain proĄle that is characterised for being mostly plain and a soil proĄle

that characterised for being generally very thin [17]. Moreover, most of its area

is characterised by the presence of depressions on the surface terrain, many of

which is below the sea level (see Figure C1.5 for reference). As a matter of fact,

it is estimated that about 210 km2 are below sea level, a value that represents

approximately 43.5% of the watershedŠs total area. Consequently, most of the

area covered by the Trezze watershed is subject to either mechanical or alternate

drainage [89].

The Trezze watershed is composed of two main drainage channels, namely

Altopiano and Cuori [118]. Both channels merge near the location of CaŠ Bianca

di Chioggia to form the Morto channel [89]. From there, under ordinary Ćow

conditions, its superĄcial waters are driven to the Lagoon of Venice after passing

under both the Bacchiglione and Brenta rivers by means of a hydraulic device

named Trezze, which names the watershed. Under high Ćow conditions, though,

part of the total watershedŠs Ćow can be deviated to the Bacchiglione river [17].

In average values, the streamĆow discharge of the watershed varies from ca. 1

m3 s-1 to 3 m3 s-1 [89].
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1.4 The IRW

The IRW is located to the north-east of the Brazilian Federal State of Santa

Catarina, in Southern Brazil. More precisely, the latitudinal extremes of the basin

are 26◦27ŠS; 49◦54ŠW to the north and 27◦52ŠS; 49◦14ŠW to the south while its

longitudinal extremes are 27◦07ŠS; 50◦21ŠW to the west and 26◦55ŠS; 48◦38ŠW to

the east [49]. The total area covered by the watershed is approximately 15,000

km2. According to the Brazilian Ministry of the Interior Ű National Department

of Sanitation Works Ű DNOS, the IRW is composed of seven sub-basins, namely:

Itajaí-Mirim; Itajaí do Sul; Itajaí do Oeste; Itajaí do Norte; Benedito; Luiz Alves,

and; Itajaí-Açú. Figure C1.7 depicts the location of the IRW and its sub-basins.

Table C1.2, instead, shows some details regarding the sub-basins of the IRW.

Table C1.2: The sub-basins of the IRW.
Sub-basin Main River’s Length [km] Area Covered [km2] Mean Flow Discharge [m3 s−1

Itajaí-Mirim 170.0 1,677.2 71.4
Itajaí do Sul 101.0 2,027.6 32.7
Itajaí do Oeste 132.0 3,013.7 41.2
Itajaí do Norte 185.0 3,354.2 39.2
Benedito 83.0 1,500.1 41.5
Luis Alves 59.6 587.7 17.4
Itajaí-Açú 188.0 2,780.0 504.6

Adapted from: do Itajaí and FAAVI [35]

In general terms, the overall hydrography of the Santa Catarina Federal State

can be divided into two larger drainage systems, namely: ii. The Atlantic drainage

system, to the east, and; ii. The Continental drainage system, to the west.

The Continental drainage system consists of two larger river basins: the Paraná

riverŠs basin and the Uruguay riverŠs basin. Both rivers eventually meet farther

downstream, between Argentina and Uruguay, where they form the La Plata

estuary, eventually draining its waters into the Atlantic Ocean. The Atlantic

drainage system, instead, is part of a larger drainage basin known as South Atlantic

basin. Differently from the Continental drainage system, the Atlantic drainage

system drains its waters directly to the Atlantic Ocean. As a consequence, all the

river basins which belongs to this drainage system are much smaller if compared

to the large river basins belonging to the Continental drainage system (e.g. the
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Data source: ANA [7]

Figure C1.7: The IRW and its sub-basins.
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Paraná and the Uruguay river basins). Among the several water basin which

compose the South Atlantic basin, the IRW stands out as the second largest

watershed [7].

The IRW is also one of the most important areas of the Federal State of

Santa Catarina, both under the hydrological and the socio-economic points of

view. The IRW is the largest watershed in the Santa Catarina Federal State,

hosting around 20% of its total population and covering an area of approximately

16.5% of its total area [35]. In economic terms, the most important productive

sectors are the textile, metal-mechanic, and glass, concentrated around the cities

of Blumenau, belonging to the Itajai-Açú sub-basin, and Brusque, belonging to

the Itajaí-Mirim sub-basin. Interestingly, the merging of these two sub-basins,

at just about 5 km before reaching the Atlantic Ocean, is responsible for the

formation of the Itajaí river, which, in turn, hosts the city of Itajaí and one of the

most important Brazilian port complexes [54].

Besides its economic importance, the IRW is also well known for its propensity

to river Ćooding. In fact, river Ćood episodes have been (and are still being)

registered since the beginning of the colonisation process in the region, back to

the 19th century. As a matter of fact, the Ąrst recorded Ćood event taking place

in the city of Blumenau was recorded in 1852, registering a Ćood peak of 16,3

m for the Itajaí-Açú river [19]. Flood episodes are still a recurrent issue in the

region and in recent decades the most devastating Ćoods occurred in 1983, when

a Ćood peak of 15.34 m and 49 deaths were registered, and in 2008, when a

Ćood peak of 11.72 m and 135 deaths were registered. Both episodes were also

characterised by severe environmental and socio-economic consequences [19, 84].

In the 1950s, after a series of four large Ćood episodes in the IRW, a Presidential

Decree was issued determining the formation of a study group to tackle the issue

[48]. The study group was responsible for the identiĄcation and proposal of

measures and actions to manage river Ćooding in the IRW, while also for the

investigation of the economic situation in the watershed, aiming at the economic

development of the region. The Ąnal report of this study indicated that the

economic beneĄts of investing in works for multiple use of the basinŠs rivers would

be economically beneĄcial, suggesting the construction of Ąve dams in the upper

Itajaí valley along with several other earthworks such as stream rectiĄcations,
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construction of dikes, and irrigation channels [35]. From the original number of

suggested dams, only three were actually built, commonly know as South, North

and West dams. Figure C1.8 depicts their spatial location inside the IRW while

Table C1.3 summarises their main characteristics [35, 30].

Data source: ANA [7]

Figure C1.8: Main hydrologic features of the IRW.

Due to a combination of factors ranging from meteorological inputs to terrain

characteristics, the IRW is subject to an extremely variable streamĆow regime

throughout a year cycle. As a matter of fact, the maximum registered daily

Ćow measured by the Brazilian National Water Agency Ű ANA at the stream

gauge station "83800002 - Blumenau (PCD)" is 6,988 m3 s-1 while the minimum

registered value is just 4 m3 s-1 [7]. In general, however, the mean streamĆow as

measured by the same stream gauge is approximately 400 m3 s-1, for a standard
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Table C1.3: Main features of the IRWŠs dams.
Item South Dam North Dam West Dam

Municipality Ituporanga José Boiteux Taió
Sub-Basin Itajaí do Sul Itajaí do Norte Itajaí do Oeste
Purpose Flood control Flood control, Irrigation Flood control, Irrigation
Built in 1976 1992 1973
Construction Type Rock-Ąll, embankment Rock-Ąll, embankment Concrete, gravity
Height [m] 43.50 58.50 20.00
Catchment Area (km2) 1,273.0 2,318.0 1,042.0
Reservoir Area (km2) 8.4 14.0 8.6
Spillway Capacity (m3) 93,500,000.00 357,000,000.00 83,000,000.00

Adapted from: do Itajaí and FAAVI [35]

deviation of approximately 350 m3 s-1. It is interesting to notice the high standard

deviation value with regards to the mean streamĆow, illustrating how variable the

riverŠs streamĆow regime really is.

The IRWŠs terrain is quite heterogeneous and is characterised by great geologi-

cal diversity and complexity. Along the coastal area, the terrain is characterised by

predominantly Ćat or gently rolling relief, while hilly and mountainous landscapes,

commonly reaching altitudes of more than 800 m.a.s.l., are observed to the

western and south-western areas of the watershed. Figure C1.9 show the DEM

for the IRWŠs area.

The current landscape of the upper IRW is the result of past geological and

climatic processes which contributed to the formation of "V" shaped valleys

and rugged surface terrain, often characterised by the presence of steep and

bent slopes. The Ćoodplains around the streams and rivers of these valleys are

often small and narrow. Moreover, the soil proĄle in these valleys is usually very

thin, showing poor drainage of excess water. When combined, these factors

contribute to the occurrence of Ćash Ćood episodes in these areas [35]. However,

not only Ćash Ćooding is veriĄed in the IRW, as the general shape and terrain

characteristics of the upper IRW are determinant for the occurrence of Ćood

events also in the lower valley [35].

In the upper and middle Itajaí valleys, the slope is rather steep varying from

1.6 m/km to 6.0 m/km, while in the lower Itajaí valley the terrain is almost plain

(e.g. 0.013 m/km in the section between the cities of Blumenau and Itajaí).

Consequently, the upper and middle Itajaí valleys are characterised by the presence

of rapids and waterfalls, while the lower valley is characterised by the presence of
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Data source: METI et al. [78]

Figure C1.9: DEM of the IRW.
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large Ćood plains and generally slower Ćowing waters. The lower plains located in

the lower Itajaí valley also hosts the mouth of the Itajaí river, which is a saline

wedge estuary under a micro-tidal regime and characterised by a dramatically

varying streamĆow level throughout the year [101, 35]. The estuary of the ItajaíŠs

river is very long, beginning near the city of Blumenau and stretching in length for

about 70 km and covering an area of, approximately, 14 km2. All these features,

when combined, contribute to the occurrence of large Ćood events in the lower

Itajaí valley, especially in the lowland section downstream of the city of Blumenau,

where the ItajaíŠs estuary is located.

Notwithstanding the contribution of the IRWŠs relief to the occurrence of

Ćood episodes, the basinŠs soil type and distribution is another determinant factor

affecting the river Ćooding process. In the upper and middle Itajaí valleys, the

soilŠs thickness is variable, being very shallow in some points while very deep in

others [37, 38, 42]. In areas where the soil is thick and has a good hydraulic

conductivity, water can easily inĄltrate and be stored into the soil proĄle, thereby

diminishing the intensity of river Ćooding in the downstream areas. On the

other hand, however, in areas where the soil is thin and with low permeability,

the soil can easily become saturated, consequently creating a lubricated zone

in those areas, a process that ultimately favours land-slides and river Ćooding

processes throughout the watershed. The soil distribution of the IRW is shown in

Figure C1.10. Table C1.4, instead, shows some information regarding the major

soil group types present in the IRW

Table C1.4: The major soil group types of the IRW.

Soil Group Code1 Soil Group Description1 Area (km2) Total area %

PVA Argissolo Vermelho-Amarelo 3,338.81 20.0%
CX Cambissolo Háplico 6,595.26 39.5%
CH Cambissolo Húmico 1,250.79 7.5%
E Espodossolo Cárbico 25.67 0.2%
GX Gleissolo Háplico 1,020.17 6.1%
GM Gleissolo Melânico 39.52 0.2%
LB Latossolo Bruno 69.54 0.4%
RY Neossolo Flúvico 24.18 0.1%
RL Neossolo Litólico 4,115.35 24.6%
RQ Neossolo Quartzarênico 60.08 0.4%
NB Nitossolo Bruno 170.30 1.0%

1 According to the Brazilian soil classiĄcation system.
Data source: EPAGRI and CIRAM [42]
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Data source: EPAGRI and CIRAM [42]

Figure C1.10: Soil distribution of the IRW.
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As shown in Figure C1.10 and Table C1.4, the three major soil groups in

the IRW are, respectively, Cambisols (i.e. "Cambissolo"), Fluvisols/Leptosols

(i.e. "Neossolo"), and Acrisols (i.e. "Argissolo") soil group classes [37, 38]. The

understanding of these soil groups and their properties is fundamental for the

characterisation of Ćood events in the IRW.

The Cambisols soil group is a B horizon soil which can be found in various

relief types. This soil group fertility is variable according to the region where

it is present and it is mainly used to grow corn, beans, potato, rice, banana,

tobacco, soy and wheat, but also for pasture and reforestation. This soil type is

characterised for being shallow and well-drained [37, 38].

The "Neossolo" soil group is characterised for being a recent soil formation

and is usually very shallow, such as those formed by alluvial deposits (i.e. Fluvisols)

or shallow soils found in mountainous areas (i.e. Leptosols). Generally, in those

type of soils the source rock is usually found at a depth of no more than 50cm

from the surface. The properties of this soil group type are entirely determined by

the composition of its source rocks [38]. The predominant variant of "Neossolo"

in the IRW is Leptosol. This type of soil is characterised for being very shallow,

by a texture varying from medium loam to clay loam, and by a medium drainage

capacity [37].

Finally, the soils belonging to the Acrisols soil group are characterised for

being base-rich mineral soils. These soils are also non-hydromorphic, usually

characterised by the presence of high amounts clay. This soil group can have

variable drainage characteristics, varying from poor to good drainage soils [38].

In average, the variants of Acrisols found in the IRWŠs area are characterised for

being clay predominant, with a depth ranging from 60cm to 150cm, and with a

medium drainage capacity [37].

Currently, a Ćood warning system is in operation in the IRW, being managed

by the Alert System Operations Centre Ű CEOPS. This Ćood warning system

monitors the stream stage of the Itajaí-Açú river and performs hydrological

forecasts by making use of speciĄc equipment, such as data loggers, weather

stations, wireless sensors, and water level loggers [24]. Depending on the amount

of rainfall and its temporal and spatial distribution, the river level situation may

evolve from a state of attention to a state of Ćood alert or emergency within
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a fraction of a few hours. Under these situations, the collection of hydrologic

and meteorological data by the telemetric stations can be performed at hourly

intervals. Usually, this situation begins when the observed level of the river is

above the level of attention and/or when the total last 24 hours precipitation

is higher than 60 mm in the watershedŠs area. Currently, the stream stage of

the Itajaí-Açú river is predicted only for the city of Blumenau, while studies are

currently being held to expand the prediction alert system to other cities in the

IRW [24].

The following sub-sections describe in deeper details the main characteristics

that are particular to some of the major sub-basins of the IRW.

1.4.1 Itajaí-Mirim

The Itajaí-Mirim is the last major tributary of the Itajaí-Açú river, both meeting

at the city of Itajaí at just, approximately, 5 km before discharging into the

Atlantic Ocean. The Itajaí-Mirim riverŠs source, instead, is located in the city

of Vidal Ramos. The river Ćows for 177 km before meeting with the Itajaí-Açú

river, covering a drainage area of, approximately, 1,700 km2. Approximately 10%

of the total Ćow of the IRW is attributed to the Itajaí-Mirim river, a value of

approximately 71.4 m3 s-1 [35].

The Itajaí-Mirim sub-basin was one of the IRWŠs sub-basins indicated to host

a Ćood control dam by the technical report discussed in Section 1.4 [48]. This

dam, however, was never built as the necessity of building it was supposed to be

reviewed after the construction of a channel ratiĄcation in its lower section [35].

This channel ratiĄcation consists of an artiĄcial channel built near the city of

Itajaí that spans for, approximately, 8,100 m. A collateral effect of this hydraulic

work is the loss of importance in terms of water Ćow, ultimately accumulating

urban sewage discharges and currently constituting an environmental and public

health issue [35]. The most important urban centres belonging to the Itajaí-Mirim

sub-basin are Brusque, Gaspar, and Itajaí, the last two belonging only partially to

the sub-basinŠs area.
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1.4.2 Itajaí-Açú

The Itajaí-Açú river is formed by the merging of the Itajaí do Sul and Itajaí do

Oeste rivers, in the exact location where the city Rio do Sul can be found. The

river then Ćows for about 188 km until merging with the Itajaí-Mirim river to

form the Itajaí river. During its course, the river Itajaí-Açú receives contributions

from the Itajaí do Norte, Benedito, and Luiz Alves rivers, all on the left margin.

The Itajaí-Açú is the largest river of the IRW and its total contribution area sums

up to, approximately, 13,000 km2.

Being the largest sub-basin complex of the IRW, the Itajaí-Açú sub-basin

is responsible for most of the Ćow contribution to the IRW, accounting for

approximately 90% of the total Ćow (the remaining 10% is attributed to Itajaí-

Mirim river) [35]. The average streamĆow of the Itajaí-Açú is about 504.6 m3

s-1. The most important urban centre located inside the Itajaí-Açú sub-basin is

the city of Blumenau, with a population of approximately 300,000 inhabitants

and accounting, alone, for 25% of the total IRWŠs population. Other major cities

that are located fully or partially located inside the sub-basinŠs area are Rio do

Sul, Indaial, Gaspar, and Itajaí [54].
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Chapter 2

The ANN Model

Exploring its Applicability and Uncertainties

Abstract

ANNs have been successfully used in hydrological research since the late 90s.

Due to its black-box nature, however, the uncertainties pertaining to the use of

ANN models can be a limiting factor when applied to the simulation of physical

processes. This chapter has two main objectives: i. To verify the applicability of

the developed ANN to perform the short-term forecasting (i.e. periods from 1

to 4 days) of the stream stage of the IRW, and; ii. To explore uncertainties of

ANN models (i.e. input data, model initialisation, model architecture, and model

type) when applied to this particular hydrologic problem. The results suggest that

the developed ANN model is very much capable of forecasting the short-term

stream stage of the IRW, while much of the uncertain aspects of the model comes

from the composition and quality of the sample data used during the training

phase, the weight connections initialisation, and the modelŠs type (i.e. delayed

input-output and autoregressive). The results also suggest that, among all the

input information, the ANN model is capable of delivering the best overall results

when using both temperature and precipitation as exogenous input information,

while being more sensitive to previous stream stage and precipitation input data.

87
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2.1 Introduction

ANNs are a family of mathematical models based on the non-linear, complex, and

parallel data processing operation of the human cerebral organ [17]. ANNs can be

seen as empirical models, thereby consisting in receiving certain input information,

its processing, and generation of a response by means of mathematical functions

which, in general, bear no relation with the physical laws governing the simulated

processes. Since the late 90s, ANN models have been applied with relatively

success in several Ąelds of research, such as remote sensing, image classiĄcation,

cancer cell image classiĄcation, and human behaviour prediction [18, 12, 39, 34].

In hydrology and related areas of research, the application of ANN models has

also been widely deployed since the late 90s and beginning of the 2000Šs. Hsieh

and Tang [19] studied the implementation of four distinct modelling techniques

in meteorology and oceanography: i. Linear regression and correlation; ii. PCA;

iii. Canonical relations, and; iv. ANNs. The authors concluded that ANNs are a

powerful technique capable of augmenting traditional linear statistical methods

in data analysis and forecasting. Atiya et al. [6] proposed the comparison of

different ANN modelling techniques in order to forecast the streamĆow of the Nile

river, in Egypt. The authors concluded that ANNs can produce fairly accurate

results for the studied process. In Italy, Campolo et al. [10] proposed the use of

ANNs as a Ćood forecasting model. The case study was the Arno river, located

in Tuscany, Italy. The authors conclude that the considered model is able to

accurately forecast short-term Ćood events in the study area, stating that the

model is particularly suited for Ćood forecasting purposes. Several other studies

were published making use of ANN models and reinforcing its applicability in

streamĆow forecasting (e.g. [11], [37], and [23]).

Despite the undeniable applicability of ANNs in a context of hydrologic

research, there is still a large amount of uncertainty surrounding this technology,

mainly due to the nature of ANN models. The so called “black-box” nature of

ANNs is a serious drawback to a wider use of this technology among researchers [7],

specially if it is considered the fact that well developed and calibrated hydrologic

mathematical models can produce similar or better results than the results provided
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by ANN model, with the advantage of physically describing the hydrology of the

system, thereby reducing the overall uncertainty surrounding the modelŠs nature.

But, what is uncertainty?

Before identifying and characterising uncertainty, it is useful to understand

the deĄnition of the term. Uncertainty in modelling is affected by several other

factors, such as errors, model accuracy, and precision. In a context of hydrologic

modelling, error is the absolute difference between a simulated value and the real

value of a variable. Errors can generally be classiĄed as two types: systematic

and random. Systematic error are a type of error that can be post-corrected,

such as a positive or negative bias in air temperature measurements. Random

errors, instead, cannot be corrected and are randomly caused by unpredictable

factors, such as noise in the measurement of air temperature due to changes in

wind patterns. Accuracy is a term indicating how well a model is able to simulate

the true value of a variable in absolute terms [22]. A good accuracy indicates low

total error and is of fundamental importance for uncertainty reduction. Another

concept that is essential for handling uncertainties is precision. Precision is a term

indicating how consistent a simulation can be made under similar or near-identical

starting conditions [21]. Since precision does not take into account the real

value of the variable being simulated, it depends only on random errors. A good

precision is also fundamental for uncertainty reduction. Uncertainty in modelling,

then, can be understood as the a combination of factors which decrease the

degree of conĄdence in a simulated result. Uncertainty sources may range from

measurement errors to model assumptions, among other factors.

In a context of hydrologic modelling, the quantiĄcation of uncertainty is

fundamental for the development of useful modelling tools. If uncertainties are

not accounted for, then the illusion of modelŠs perfectness in reproducing the

system to which it is applied to arises [33]. This can be extremely dangerous

in some situations, such as Ćood control. If uncertainties are neglected and the

illusion of modelŠs perfectness arises, a false sense of security from Ćooding may

emerge, a process that may ultimately increase the exposure of humans to Ćood

hazard, being the exact opposite of what is expected by a Ćood control measure

[35]. Uncertainties must also not be overestimated. The adequate accounting of

uncertainties in the construction of Ćood control structures, for instance, may
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reduce its costs while at the same time increasing its effectiveness.

Unfortunately, not all sources and types of uncertainty can be accounted

for. Unaccounted uncertainties are one of the reasons why, for instance, Ćood

control measures never ensure total security against Ćooding. An useful way of

better understanding uncertainties is through categorisation, such as the following

[3, 29, 33]:

1. Epistemic uncertainty: Arising from the lack of knowledge of or in the

ability to describe a process;

2. Aleatoric uncertainty: Related to the non-deterministic (i.e. stochastic)

nature of a process, and;

3. Surprisal uncertainty: Originating from completely unforeseen and unex-

pected factors.

Epistemic uncertainties are usually the focus of scientiĄc research, as this

type of uncertainty can be reduced as more and better data is collected, and new

research Ąndings and technologies are discovered, helping in better characterising

a problem. Aleatoric uncertainties, instead, cannot be reduced by further research

as this type of uncertainty is intrinsic to the stochastic nature of a process, being

possible only its characterisation and quantiĄcation (e.g. probability theory) [33].

Due to the nature of surprisal uncertainties, it is not possible to identify let

alone quantify it. Hence, epistemic uncertainties can be seen either as ignored

knows (e.g. sub-scale processes) or known unknowns (e.g. parametrisation of

empirical models), aleatoric uncertainties can be seen as known unknowns (e.g.

spatio-temporal variability of precipitation events), and surprisal uncertainties can

be seen as unknown unknowns (no example as it is not possible its identiĄcation).

Similarly to other hydrologic modelling techniques, a signiĄcant part of the

ANNsŠ uncertainties arises from the composition and quality of its input data.

Nevertheless, the quality of the data series used in hydrologic studies inĆuences

not only the performance of ANN models, but also several other processes such

as Ćood frequency analysis and the calibration of mathematical models [13].

Moreover, sources of uncertainty to mathematical hydrologic models, such as

the watershedŠs characteristics, meteorological dynamics, and the spatio-temporal
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resolutions [28] are also added the overall uncertainty of ANN models when

applied to a context of hydrologic modelling.

An example is the consideration of precipitation data in the context of

hydrologic modelling. As precipitation is the main driver of the hydrologic

cycle in a watershed [9], this meteorological information is essential in any

hydrologic modelling framework. However, several sources of uncertainty may be

transferred from the simple consideration of this variable in a hydrologic model.

Hydrologic studies of watersheds are often constrained by a scarce number of

rainfall gauges, by imprecisions of measured rainfall data, or by the lack of long-

enough precipitation records [8]. Instrumental and sampling errors1, when not

accounted for, add to the overall uncertainty of the model. Moreover, dynamic

process such as changes in the surrounding landscape, lack of maintenance,

or replacement of equipment may also affect the process of measuring rainfall

amounts.

The study of the uncertainty when using ANN models has been explored by

Alvisi and Franchini [1], who explored the utilisation of a grey neural networks

for the forecasting of a river stage. The model utilised by the authors is set up

using grey numbers, allowing the output of the model to be an interval instead

of a Ąxed value, thereby enabling the quantiĄcation of uncertainty. The results

obtained, according to the authors, reveal that the outputs intervals of the model

generally have a slightly narrower width if compared to the uncertainty bands

produced by a similar approach, namely the Bayesian neural network. Asefa [4], in

turn, explored the idea of performing ensemble streamĆow forecasting by means

of a GLUE-based ANNs approach. The authors argues that a wide number of

ANNs capable of providing similar results when applied to a same task can better

expose the range of uncertainty in predicting this particular task (e.g. streamĆow

prediction). Moreover, the author states that the combination of these results

in an ensemble fashion can provide better general performance than any of the

single ensemble-ANN models. Several other studies explored the subject and

speciĄc topics, such as the utilisation of bootstrap analysis [15], Bayesian neural

1Instrumental errors are related to the accuracy with which a rain gauge can record the real
rainfall amount, while sampling errors are associated with how well the rain gauge network of a
watershed represents the real rainfall over the watershed’s area.
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networks [24], and the exploration of input variable selection techniques [27].

This chapter, then, seeks to explore the uncertainty sources coming from the

application of ANN models in a context of hydrologic modelling. It is emphasised

the study of the intrinsic uncertainties of ANN models, such as model structure

and data processing, while also exploring the stochastic nature of hydrologic

processes. In order to verify the validity of the considered ANN model, the results

of the ANN are compared against other modelling techniques, namely: i. MLR,

and; ii. Transfer Functions Ű TF.

2.2 Methodology

2.2.1 The ANN Model

The ANN model used in this study was developed by the authors in R language

using the following libraries2: R-core; parallel [31]; fBasics [32], and; ggplot2

[36]. The developed ANN model is theoretically explained in Appendix 2, while

the source code of the model can be found in Appendix 3.

The developed ANN model consists of a Multilayer Perceptron Ű MLP neural

network model, using back-propagation as the supervised training algorithm

and either the Steepest-Descent or the Levenberg-Marquardt3 as optimisation

algorithms [14, 38]. Regarding the training process, the developed ANN model

evaluates the evolution of the Sum of Squared Errors Ű SSE of the model outputs

with regards to the targets as a way of assessing the generalisation property of

the resulting model [26, 19]. Finally, the model is conĄgured in such way to

offer the possibility of selecting between two variants: an one-hidden layered or a

two-hidden layered architecture, each consisting of a varying number of neurons

per layer.

The input and target information is normalised by feature scaling (see

Eq. A3.12) before being processed by the ANN model. The initial number

2The parallel library is imported to enable the use of multi-core processing. The fBasics

library is used to calculate some array and matrix statistics. The ggplot2 library is imported to
create output graphical results.

3For the purposes of this study, only the Levenberg-Marquardt algorithm is utilised.
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of hidden neurons per hidden layer is estimated as two-thirds of the summation

of the number of neurons in the previous and next layers [16]. The output layer,

instead, is constituted of only one neuron, meaning that each speciĄc model

conĄguration is optimised for a speciĄc time-step of forecast. Regarding the

activation functions, a hyperbolic-tangent function is used for the connections

with neurons in the hidden layers, while the connection with neurons in the

output layer is activated by a simple linear transfer function. This conĄguration

is interesting as it does not limit the output range of the ANN model. Before

being presented to model, the input information is randomly split between three

distinct datasets, namely training, validation, and test4, and in the following ratio,

respectively: 70%; 20%, and; 10%. In order avoid any possible bias coming from

the random split of the original dataset into training, validation, and test datasets,

several training attempts are performed (i.e. 2048), each with a different initial

weight initialisation and training dataset composition. The 32 models with the

best overall results are stored for each calibration run. The Ąnal ANN model is,

then, an ensemble of the 32 best ANNs retrieved after the calibration procedure.

2.2.1.1 The Uncertainty Analysis

Aiming at the identiĄcation of the uncertainties intrinsic to ANN models, it is

proposed the study of the some different model conĄgurations capable of affecting

the overall performance of this type of models. To do so, a series of different

set-ups of the ANN are run, each with an unique combination of features. The

proposed variable features are5:

1. Input data variables (i.e. precipitation and temperature);

2. ANN model structure (i.e. number of hidden layers), and;

4The training set is used to calibrate the ANN model, meaning that the weight connections
between neurons is updated with respect to the data available in this dataset. The validation
set is utilised to avoid the overtraining or over-fitting of the ANN model. This dataset is not
directly used for the training of the model, but it is used during the calibration process to signal
when to stop the training procedure. The test set is not presented to the model during the
calibration procedure, and is used only as a way of verifying the efficiency of a calibrated ANN
when stressed by new data.

5The description of the different model types utilised throughout this chapter can be found
in Appendix 2.
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3. ANN model type (i.e. delayed input-output Ű I-O.d or autoregressive Ű

NARX).

This analysis is performed for a Ąxed forecasting step of 1 day. The results

obtained from this analysis are, then, used as an indication of the "best" ANN

model conĄguration, which is then applied to the other considered forecasting

scenarios, ranging from 1 to 4 days. Finally, performance of these ANN models

can then be veriĄed by means of inter-comparison among different modelling

techniques.

2.2.1.2 The Comparison Models

To test the efficiency of the developed ANN model, the results obtained from this

model are compared with the results obtained from similar modelling techniques,

namely: i. a MLR model, and; ii. a TF model. Differently from the developed

ANN model, the two comparison models are employed by using the MATLAB

2015b, version 8.6.0.267246, running under an Unix system. The MLR model is

estimated by utilising the MATLABŠs function regress. The TF model is employed

by using the System Identification Toolbox 9.2. Besides those more complex

modelling techniques, the Naïve and the Trend models are also selected to be

used as comparison models because of their simplicity and their ability to clearly

indicate poor model performance [5].

To compare the results between the different models, the split between training,

validation, and test datasets is Ąxed, where the training and test datasets are used

as calibration and validation datasets, respectively, for all the modelling techniques

other than the ANN model. Two distinct efficiency evaluation techniques are

considered for a quantitatively assessment of modelsŠ performance, namely: i.

Nash-Sutcliffe model efficiency coefficient Ű NSE, and; the Percent Bias Ű PBIAS.

Based on specialised literature on the topic, the assumed values for the NSE

and PBIAS in order to judge the performance of a model as satisfactory are,

respectively: NSE > 0.50 and |PBIAS| ≤ 0.25 [25, 30]. These two different

model evaluation techniques were chosen Ąrstly because they are common ways

of measuring a modelŠs efficiency in hydrological researches, and secondly because

NSE involves the calculation of the squared difference between the observed and
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simulated values, what leads to an overestimation of these accuracy criteria if

extreme values (e.g. Ćood event) are not-accurately simulated by a model. The

NSE is calculated as shown in Eq. C2.1, while the calculation of the PBIAS is

shown by Eq. C2.2.

NSE = 1 −

n
√

i=1
(Xobs,i − Xsim,i)

2

n
√

i=1

⎞

Xobs,i − Xobs

)2
(C2.1)

PBIAS =

n
√

i=1
(Xobs,i − Xsim,i) · 100

n
√

i=1
Xobs,i

(C2.2)

where i is the index of observations; n is the total number of observations;

Xobs,i is the observed value at index i; Xsim,i is the simulated value at index i,

and; Xobs is the mean value of the observations.

2.2.2 The Case Study

The IRW is selected as a case study for the research topic explored in this chapter.

A detailed explanation of this watershed and its sub-basins can be found in

Chapter 1, Section 1.4. Regarding the data which is used, two are the main

data sources: i. ANA-HidroWeb [2], and; the Brazilian National Institute of

Meteorology Ű INMET [20]. All the rainfall and stream stage information was

collected from the online hydrologic information system of the ANA, a website

database called HidroWeb. The temperature information was collected from

INMET.

The stream gauge chosen for this study is the station "83800002 – BLUME-

NAU", located near the city of Blumenau and managed by the ANA. FigureC2.1

depicts the histogram of the selected stream stage station, in black, and the Ątted

generalised extreme value distribution, in red. The spatial location of the selected

stream gauge is shown in FigureC2.2. The stream stage data is available as a

daily information, which is taken as a simple mean between two daily observations.

The measurement is available in centimetres.

The rain gauge stations chosen for this study were selected according to the
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Figure C2.1: Stream stage histogram of the station "83800002 – BLUMENAU".

following criteria:

1. Upstream from the selected stream gauge station;

2. Downstream from the major dams;

3. Data series length and consistency, and;

4. The more spatially distributed as possible.

By considering these criteria, a total of six rain gauge stations were selected,

namely: "2649004 - TIMBO"; "2649005 - INDAIAL"; "2649007 - BLUMENAU";

"2749005 - NOVA BREMEN"; "2749017 - BARRAGEM SUL", and; "2750014 -

BARRAGEM OESTE". The spatial location of all precipitation stations can be

seen in FigureC2.2. The rainfall information is available as the total daily amount

of precipitation, in millimetres.

Regarding temperature, this study considers two automated stations, namely:

"83872 – INDAIAL", located near the city of Indaial and relatively close to the city
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of Blumenau, and; "83897 - FLORIANOPOLIS", located outside the IRWŠs area.

The available temperature data is available in three formats: i. Daily maximum; ii.

Daily minimum, and; iii. Daily average, all of them measured in degrees Celsius.

FigureC2.2 shows the location and the codes of the selected temperature stations.

Figure C2.3, instead, depicts the average monthly distribution of temperature

and precipitation in the the IRW.

Data source: ANA [2], INMET [20]

Figure C2.2: Spatial location of selected hydro-meteorological stations.

Even though the available hydro-meteorological information covers the period

from the late 1950Šs to the early 2000Šs, the data used in this study was selected

only after January of 19776 due to two reasons, as follows: i. To remove the

effects of the constructed dams over the stream stage time series, as the West

Dam was Ąnished in 1973 and the South Dam in 1973, and; ii. Because of the

more consistent database after the 70s, with less missing information.
6Even if the North Dam was finished only in 1992 and its construction surely affects the
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Data source: ANA [2], INMET [20]

Figure C2.3: Monthly averaged temperature and precipitation values for the IRW
area.

2.3 Results and Discussions

This section presents the most important results of and a relevant discussion about

the proposed uncertainty analysis in applying ANN models for the forecasting of

the stream stage in the IRW. This section is divided in two sub-sections, following

the discussion presented in the methodology section. The Ąrst sub-section, named

Sensitivity Analysis, consists in presenting the results and discussing about some

different model conĄgurations capable of affecting the overall performance of

ANN models. The second sub-section, named Model Inter-Comparison, instead,

summarises the discussion regarding the applicability of ANN models for the

forecasting of the stream stage in the IRW by comparing the results of several

different modelling techniques when applied for the forecasting of the stream

stage of the IRW and for different forecasting periods.

hydrology of the watershed, if data was to be selected only after that date it would drastically
reduce the amount of available information to the calibration of the models.
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2.3.1 Sensitivity Analysis

Following the methodology proposed in this chapter and described in Section 2.2,

the results presented in this sub-section covers only the test dataset and are

summarised as follows:

• Table C2.1 Ű SSE variation range of the ensemble of ANN models. The

exogenous variables are precipitation and temperature, being referred to as

the terms Pcp. and Tmp., respectively.

• Figure C2.4 Ű Comparison of each scenario scatter plot. The elements of this

plot are: The black dots represent the simulated (y-axis) versus observed

(x-axis) values; The black dashed lines are the range of simulated values;

The red solid line indicates a perfect of observed values, and; The shaded

area represents the range of the linear regression between the simulated

and the observed values.

• Figure C2.5 Ű Whisker diagram of the NSE results. The elements of this

plot are: The bottom whisker mark indicates the minimum value, excluding

outliers; The box spans from the 1st quartile, in the bottom, to the 3rd

quartile, in the top. The median value is the tick black line inside the box.

The top whisker mark indicated the maximum value, excluding outliers.

The dots are outlier values.

• Figure C2.6 Ű Whisker diagram of the PBIAS results. The elements of this

plot are the same as of Figure C2.5.

Table C2.1: ANN model results Ű SSE variation range.

Input Variables

Pcp. Tmp. Pcp.&Tmp.

Model Structure Model Type Min. Max. Min. Max. Min. Max.

1 Hidden Layer
I-O.d 3.0557 4.1909 3.6231 5.2198 2.9621 3.8029
NARX 0.2234 1.1062 0.5653 1.1965 0.2453 0.6686

2 Hidden Layer
I-O.d 3.0961 4.0990 3.8461 5.5257 2.9067 3.7826
NARX 0.2334 0.6132 0.6291 1.3246 0.2256 0.6463
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From the results shown in Table C2.1, it is possible to verify that the simulation

of the rainfall-runoff process in the IRW is signiĄcantly better when the ANN

model is conĄgured as an open-loop NARX model type. When the model does

not consider autoregressive information and is conĄgured only as a simple I-O.d

model type, its total error is approximately ten times greater, independently from

which exogenous input information is presented to the ANN model. Figure C2.4

corroborates these Ąndings.

The graphical results shown in Figure C2.4 indicate that, between the two

exogenous input variables considered (i.e. precipitation and temperature), precipi-

tation is fundamental for the simulation of the rainfall-runoff process in the IRW,

while the incorporation of temperature as an exogenous input variable increases

the overall prediction capability of the ANN model. In fact, the best results

are obtained when the ANN model is conĄgured as a NARX model type and

using both temperature and precipitation as exogenous input information, both

for the single or double hidden layered model architectures. Interestingly, the

prediction capability of the ANN model is comparable among the single and double

hidden layered model architectures, with the double layered ANN model version

presenting slightly more accurate yet less precise results. Figures C2.6 and C2.6

conĄrms the results obtained from the analysis of Table C2.1 and Figure C2.4.

Another interesting Ąnding obtained from the uncertainty and sensitivity

analysis of the considered ANN model regards the training procedure of the model.

During the training phase of an ANN model, it is expected a reduction of the

training setŠs total error, as the backpropagation training algorithm adjusts the

weight connections between the neurons in order to minimise the error between

the predicted and observed values. However, as this process is non-linear and

dependant on several factors such as the initialisation of the networkŠs weights

and on past training epochs, the minimisation of the training setŠs total error may

not be an ideal solution for a particular problem. This issue leads to one of the

uncertainties of ANN models: the training stop criteria. Figure C2.7 depicts a

situation of two contrasting yet comparable training procedures for a same ANN

model conĄguration.

In Figure C2.7, it is possible to verify that, although the training setŠs total

error is reduced as the training procedures advances on both examples, the
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Figure C2.4: ANN model results Ű Scatter plots for each scenario. From left to right: 1st Column: Precipitation only; 2nd

Column: Temperature only; 3rd Column: Precipitation and Temperature. From top to bottom: 1st Row: 1-Hidden-Layer,
I.O.d model conĄguration; 2nd Row: 1-Hidden-Layer, NARX model conĄguration; 3rd Row: 2-Hidden-Layer, I.O.d model
conĄguration; 4th Row: 2-Hidden-Layer, NARX model conĄguration.
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Figure C2.5: ANN model results Ű NSE box plots for each scenario. From left to
right: 1st Column: 1-Hidden-Layer; 2nd Column: 2-Hidden-Layer. From top to
bottom: 1st Row: I.O.d model type; 2nd Row: NARX model type.
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Figure C2.6: ANN model results Ű PBIAS box plots for each scenario. From left
to right: 1st Column: 1-Hidden-Layer; 2nd Column: 2-Hidden-Layer. From top to
bottom: 1st Row: I.O.d model type; 2nd Row: NARX model type.
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Figure C2.7: ANN model results Ű Example of the evolution of the SSE during the training procedure of an ANN model.
Results shown here are for two autoregressive ANN models structured with two-hidden layers and utilising both temperature
and precipitation as exogenous input information.
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righten plot depicts a situation where the total error is not reduced as much as it

potentially could, having a "step" around the second training epoch. Additionally,

even if both the training and validation setsŠ total errors are always reduced,

the same behaviour is not veriĄed when analysing the test setŠs total error, as

it increases during the Ąnal training epochs. Such behaviour indicates that, for

this particular ANN model, the training stop criteria has failed to identify an

ideal generalised solution to the problem and the model may be overĄtted. This

behaviour can occur due to several reasons, such as the initialisation of weight

connections and the random composition of the training, validation, and test

datasets.

2.3.2 Model Inter-Comparison

The model efficiency results of the models inter-comparison phase, for the fore-

casting period ranging from 1 to 4 days, are summarised in Tables C2.2 and C2.3.

Table C2.2: Model inter-comparison results for the test dataset Ű NSE.

Forecasting Period (days)

Model 1 2 3 4

ANN
Min. 0.7716 0.7483 0.7370 0.7484
Mean 0.9112 0.8325 0.8065 0.8016
Max. 0.9435 0.8871 0.8649 0.8537

Naive - 0.8621 0.6569 0.5534 0.3666
Trend - 0.7821 0.3872 0.3726 0.2066
MLR - 0.9401 0.8260 0.7168 0.5810
TF - 0.9485 0.8410 0.7321 0.6024

Table C2.3: Model inter-comparison results for the test dataset Ű PBIAS.

Forecasting Period (days)

Model 1 2 3 4

ANN
Min. -3.2243 -1.9879 -1.5908 -3.0160
Mean 0.2642 0.4546 0.6128 0.4733
Max. 3.2008 3.6727 4.9117 4.3683

Naive - -0.0178 0.7545 -0.0595 -1.6581
Trend - 0.0248 -0.7903 1.5686 1.5391
MLR - 0.0862 0.2000 -0.0682 -0.3097
TF - -1.8638 2.3769 -3.0729 3.1385

From the results shown in Tables C2.2 and C2.3, it can be stated that, among

all the studied modelling techniques and considering all forecasting periods, the
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ANN model is the most efficient for the forecasting of the stream stage of the

IRW. If the forecasting period are to be considered alone, for 1 day forecasting the

TF model is slightly superior to both the ANN and MLR models, while the last

two can be considered equivalents. For a forecasting period of 2 days, both the

ANN and TF models are the best overall modelling techniques. For a forecasting

period of 3 or 4 days, the ANN model is decisively the model with best results.

These results highlights the potential applicability of ANN models in time-series

prediction and modelling, such as the forecasting of the stream stage of rivers.

Another interesting result is the fact that both the MLR and TF models are

signiĄcantly more efficient in forecasting the stream stage of the IRW if compared

to the Naïve and Trend models. This last result is consistent for all forecasting

periods.

Aiming at the visualisation of how the overall efficiency decreases with an

increase in the forecasting period, Figure C2.8 depicts a series of scatter plots,

one for each forecasting period.

The results show in Figure C2.8 indicate that the ANN model generally

loses accuracy and precision in predicting the stream stage of the IRW as the

forecasting period increases. This Ąnding is conĄrmed by the results shown in

Tables C2.2 and C2.3 and is somehow expected, as the more distant in the future

the prediction is, the less information is available to make the prediction, thus

the less efficient the model is in forecasting the stream stage of the IRW. Such

deĄciency can also be partly attributed to the stochastic nature of the considered

hydro-meteorological variables, such as precipitation, which contributes by adding

aleatoric uncertainty to the overall uncertainty of ANN models.

Another interesting observation that can be noticed from the results shown in

Figure C2.8 is the fact that most of the prediction accuracy of the ANN is lost at

higher stream stage values, as graphically seen in Figure C2.8 and numerically

assessed in Table C2.3. This behaviour can be mainly attributed to the fact that

empirical models are, in general, heavily based on observations. Since most of

the stream stage observation values are concentrated around its mean value and

very few on extreme values (see Figure C2.1), the ANN model is less efficient

in learning the behaviour of the system under extreme conditions due to the

lack of training examples, thus resulting in lower model performance under these
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Figure C2.8: Stream stage forecasting periods when using an autoregressive, double hidden layered ANN model Ű Scatter
plots. Top left: 1 day forecasting period; Top right: 2 days forecasting period; Bottom left: 3 days forecasting period;
Bottom right: 4 days forecasting period.
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circumstances. Even though the lower performance is visible when simulating

extreme values, the ANN model is still capable of forecasting extreme values, as

indicated by the uncertainty range of the simulated values, as graphically depicted

in Figure C2.8.

In general, though, it can be stated that ANN models are a good modelling

technique to be applied for the forecasting of rivers stream stage. Figure C2.9

depicts a graphical representation of how the ANN model performs in forecasting

the stream stage of the IRW against observed values during the period from June

to September of 1977.
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Figure C2.9: Ensemble ANN forecast of the stream stage of the IRW. The red
dots represent the observations. The grey area represents the range of predictions
made by the ensemble of ANN models. The black line represents the mean
prediction value of the ensemble of ANN models. The time frame depicted here
covers the period from June to September of 1977.
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2.4 Conclusions

The intrinsic uncertainties of ANN models are a serious limitation for a wider usage

of this technology. This chapter has explored some of the intrinsic uncertainties of

ANN models by studying how different model conĄgurations can affect the overall

performance of these models, while, at the same time, evaluating the efficiency of

the developed ANN model. A case study involving the forecasting of the stream

stage of the IRW is proposed in order to identify the possible intrinsic sources of

uncertainties to ANN models and to evaluate the modelsŠ performance. It is found

that much of the uncertain aspects of ANN models come from three main factors,

namely: i. The composition and quality of the input data; ii. The initialisation of

the weight connections between the neurons, and; iii. The ANN model type. As

the considered ANN model learns from observations, the availability and quality

of observation records in certain value ranges can greatly inĆuence the overall

performance of the model.

Regarding the exogenous input information, it is found that the best results

are obtained when both temperature and precipitation are utilised together as

exogenous input information to the ANN model. For what concerns the ANN

model structure and information Ćow, it is found that the NARX model type

is much more suitable for the prediction of the stream stage of the IRW than

the I-O.d model type. Finally, the difference in performance between the single

and double hidden layered model architectures is minimal with respect to the

previous discussed factors. The main difference between both architectures is

that, generally, the double hidden layered variant is capable of producing more

accurate yet less precise results in forecasting the stream stage of the IRW.

In order to deepen the understanding of how uncertainties can affect the

performance of ANN models, some recommendations can be made. First, the

study of how a varying composition of hidden layers can affect the overall

performance of ANN models is recommended in similar future studies. Moreover,

the consideration of other hydro-meteorological variables as exogenous input

information is another interesting topic to be explored, such as the inclusion of

solar radiation and/or relative humidity. Finally, a comparison between the results
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obtained from the use of ANN models and physically-based hydrologic models,

such as the SWAT model, can help in evaluating and understanding data and

site-speciĄc uncertainties capable of affecting the overall performance of both

modelling techniques.
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Chapter 3

The SWAT-ANN Model

Making Use of its New Capabilities

Abstract

The accurate representation of a watershed and its water dynamics is the Ąrst

step required in order to perform any kind of quantitative or qualitative analysis

of hydrological-related processes. Some watersheds, however, are characterised

by complex water dynamics which, in turn, require complex artiĄcial hydraulic

management mechanisms. An example is the VLW, a watershed heavily affected

by anthropogenic factors located in North-East Italy. Hydrological modelling is

particularly challenging under these circumstances, requiring not only accurate

quantitative information, but also the Ąne-tuning and specialisation of already

existing modelling frameworks. This chapter proposes a methodological framework

based on the use of a coupled mechanistic-empirical model (i.e. SWAT-ANN)

to simulate particularly complex hydrologic features of the VLW. Three sub-

basins of the VLW (i.e. Dese-Zero, Marzenego and Montalbano) with particular

hydraulic management operations are taken as case studies for the evaluation of

the proposed methodological framework. It is found that the proposed coupled

SWAT-ANN model is capable of accurately reproducing the overall water and

nutrient balances of the studied watersheds.
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3.1 Introduction

A watershed, in very simple words, can be understood as the land area which drains

water to a speciĄc point in space by means of a stream network system. Under this

concept, a watershed can also be seen as a control system, where the overall water

balance is the result of the interaction between inputs (e.g. precipitation, incoming

groundwater, etc.) and outputs (e.g. surface runoff, evapotranspiration, outgoing

groundwater, etc.). Even though a watershed is spatially deĄned according to

its surface Ćow drainage network, its overall water movement is rather complex

as other water pathways may contribute to the open channel Ćow of a drainage

basin which, in turn, might be affected by factors external to the watershed area,

such as the incoming groundwater. Consequently, a same watershed may have

different surface and groundwater contribution regions, a process known as IGF.

An example is the VLW1, in Italy. Not only the VLWŠs water budget is heavily

inĆuenced by groundwater coming from outside its superĄcial coverage area, but

also by human activities that, in turn, transforms the simple task of delineating

its catchment into a large and complex effort.

Hydrologic modelling under these circumstances is particularly challenging. In

general, hydrologic models require detailed quantiĄed information about various

hydrologic processes, such as inĄltration, runoff and evapotranspiration. Still,

other information may be required depending if/which non-hydrologic processes

are considered, such as water quality dynamics, transportation of sediment,

and vegetation growth. Moreover, human interferences in the hydrologic and

non-hydrologic processes may substantially increase the difficulty in modelling

a watershedŠs hydrologic response [34]. In summary, all these processes and

interactions combined constitute a complex and dynamic system, requiring not

only a complex model but also a signiĄcant amount of input information coming

from Ąeld measurements and hydrological observations [23]. Unfortunately, such

detailed information may not always be available or may be insufficient.

Currently, there is a lack of detailed quantiĄed information for hydrologic

simulation purposes regarding the complex hydraulic dynamics taking place in the

1A detailed description of this watershed can be found in Section 1.3.
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VLW, not only in terms of the quantity and/or quality of groundwater entering

the watershed but also regarding the amount and/or quality of superĄcial water

deviated from/to bordering watersheds.

Past studies have assessed the external hydraulic and nutrient loadings entering

the VLW by means of hydrological modelling: Salvetti et al. [30] employed the

SWAT model to assess the total source apportionment of three sub-basins of

the VLW into the Lagoon of Venice, noting that external hydraulic inĆuences

from groundwater sources contributes signiĄcantly to the total water discharge of

these sub-basins into the Lagoon of Venice and estimating that around 35% of

the yearly total phosphorus apportionment comes from external channel loads to

the VLW; still, Salvetti et al. [29] studied the source apportionment of the Dese-

Zero watershed into the Lagoon of Venice by employing two distinct models (i.e.

QUAL2E and BASINS-SWAT), concluding that, under dry weather conditions,

80% of the total nitrogen load is attributed to groundwater/spring recharge

and tributary/irrigation channels coming from bordering watersheds; Azzellino

et al. [6], in turn, analysed the total apportionment of nutrient loads from

the VLW discharged to the Lagoon of Venice while evaluating if the external

loads to the VLW are relevant under the Water Framework Directive Ű WFD,

concluding that there is signiĄcant contribution coming from outside sources

of the VLW and suggesting that River Basin Management Plans Ű RBMPs in

the area should not be limited to their watershed boundaries; Ąnally, Essenfelder

et al. [13]2 proposed a methodology to identify the factors contributing to the

total external hydraulic loads to the Dese-Zero watershed by presenting a coupled

mechanistic-empirical modelling technique to quantify these inĆuences, concluding

that hydro-meteorological information is essential in order to quantify this non-

linear process.

Summing it all up, the current complexity of the VLW associated with the

lack of speciĄc information about the external load contributions to its sub-basins

and the artiĄcial hydraulic management make it very difficult to carry out any

kind of reliable future hydrological scenario analysis over the VLW area at a

watershed-level, such as the evaluation of impacts due to climate change. Indeed,

due to the water management challenges of the VLW, a holistic perspective of

2The referred publication constitutes the first part of this chapter.
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the issues is necessary, requiring, in turn, the integration of multiple modelling

techniques [14]. In fact, still exists the lack of a consolidated framework capable

of estimating and quantifying the total external inĆuences to the VLW, not only

by contemplating the total amount of water entering/leaving the watershed but

also regarding the amount of nutrients carried by these processes.

Thus, this chapter evaluates a methodological framework to identify the fac-

tors inĆuencing the complex water and nutrients exchanges among the VLW and

its surrounding river basins, while, at the same time, proposing a methodology to

estimate the overall water and nutrient balance of a watershed heavily inĆuenced

by artiĄcial hydraulic management operations such as the VLW. The proposed

modelling technique consists in a coupled mechanistic-empirical modelling ap-

proach and assumes that the physically-based hydrological model is capable of

simulating the hydrological processes occurring inside the watershed while the

empirical model is able to account for the complex hydraulic dynamics affecting

the water balance of the VLW (in particular the exchanges of water from the

surrounding watersheds). The models utilised in this study are: i. the SWAT

model as the mechanistic part, and; ii. an ANN or MLR models as the possible

empirical counterpart. The mechanistic and empirical models are combined into

a single tool and are run simultaneously during the hydrological simulations.

Structure-wise, the work presented in this chapter can be sub-divided into two

parts. The Ąrst part proposes the identiĄcation of the main factors contributing

to the total external hydraulic inĆuences to the Dese-Zero watershed, a sub-

basin of the VLW, by means of PCA, while, at the same time, proposing the

identiĄcation of the most accurate empirical modelling technique to be utilised

for hydrologic modelling in the study area. The second part presents a case study

considering three sub-basins of the VLW for the quantiĄcation of the estimated

total external hydraulic loads, namely: i. the Dese-Zero; ii. the Marzenego, and;

iii. the Montalbano sub-basins. The overall proposed methodological framework

contemplates the use of a coupled mechanistic-empirical modelling approach.

Under such conĄguration, the physically-based model takes the role of simulating

the process occurring inside the watersheds (e.g. rainfall-runoff, inĄltration,

evapotranspiration, etc.) while the empirical model accounts for the above

described external hydraulic inĆuences to the VLW. The physically-based model
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selected for this study is the SWAT model, which has already been applied to the

same area in previous studies [30, 29, 6, 13], providing a solid starting point and

good comparison basis. For the empirical counter-part, it is proposed the study

of a linear MLR model and of a non-linear ANN3 model [13, 22, 11].

3.2 Methodology

3.2.1 The Study Area

The sub-basins selected as case study for this chapter are the Dese-Zero, Marzenego,

and Montalbano, all three being major sub-basins of the VLW4, as shown in Fig-

ure C1.4. Figure C3.1, instead, shows the location where most of the groundwater

contribution takes place for the study areas, as well as the approximate location

of the most important hydraulic devices affecting the overall water budget of

these sub-basins.

3.2.2 The Hypothesis

The general complexity of the VLW is a clear obstacle when simulating any

hydrologic-related process by means of hydrologic modelling. Besides, the lack

of data in the region regarding the amount of water that is actually deviated

from/to the VLW sub-basins and the exact contribution of the external aquifer

system is another big challenge to be taken into account when performing any

kind of hydrologic study in the region. The combination of these factors poses a

serious challenge for an accurate simulation of hydrologic-related processes in the

VLW as a whole.

In a complex system, the integration of knowledge can be an useful approach to

manage a situation or to solve a speciĄc problem. In the case of the VLW, expert

3A theoretical description of the utilised ANN model can be found in Appendix 2, while the
source code of the developed model can be found in Appendix 3.

4A detailed description of the whole VLW is covered in Chapter 1, Section 1.3, while more
information regarding the Dese-Zero, Marzenego and Montalbano sub-basins can be found in
Sub-Sections 1.3.2, 1.3.3, and 1.3.7, respectively.
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Data source: Veneto [32], ARPAV [4]

Figure C3.1: The study area, covering the Dese-Zero, Marzenego, and Montalbano watersheds.
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local knowledge on irrigation, land reclamation, and hydraulic management of

the watershed must be integrated with the understanding of hydro-meteorological

parameters for the proper management of the VLWŠs sub-basins [10], as these

play an important role not only in the operation of the hydraulic devices but also

in the recharging process of the Venetian aquifers [5].

Recent studies have demonstrated that some hydrological models which have

been applied to the VLW area have some limitations when simulating the inĆuence

of spring waters in the upper Dese-Zero and Marzenego sub-basin, as a large

extent of the aquiferŠs recharge area is located outside the area covered by the

VLW [29, 6, 13]. Hence, there is the need to accurately reproduce the overall

water budget of these watersheds, particularly when dealing with future scenario

studies, such as the evaluation of possible impacts of climate change or the

valuation of best management practices.

Thus, based on what has been discussed so far, this research presents and is

build upon the following hypothesis:

Hypothesis. Exists a mathematical relation capable of efficiently and accurately

simulating the complex water dynamics that is observed in the Venice Lagoon

Watershed by considering a priori known hydro-meteorological information.

3.2.3 The SWAT Model

The SWAT5 model is a river basin scale model which allows a number of different

physical processes to be simulated in a watershed while also enabling the evaluation

of diverse land management practices on the runoff, water quality, sediment

transport, and agricultural chemical yields processes. Nonetheless, the SWAT

model offers the capability of assessing different weather scenarios, such as climate

change scenarios, while also providing tools for the assessment of its impacts on

hydrological-related processes [3, 21].

The very basic information needed by the SWAT model in order to set-

up a project is the DEM, soil characteristics and spatial distribution, land-use

characteristics and spatial distribution, relevant land-use management operations,

5A more deep description of the model can be found in Chapter 1, Sub-Section 1.2.1. A full
explanation of the model can be found in either [2] or [21].



122 CHAPTER 3. THE SWAT-ANN MODEL

and weather information [2]. Table C3.1 shows the data source and reference year

of the input data used for the set-up of theSWAT model. Besides this basic input

information, measured streamĆow and water quality data are used for calibration

purposes. This data is also shown in Table C3.1. The spatial location of the

weather stations, stream gauge, and water quality measurement points, instead,

are shown in Figure C3.1.

Table C3.1: SWAT model input and related data.

ID Data Provider Description Ref. Year

DEM Regione Veneto Digital elevaton model for the Veneto Re-
gion (5x5m cells)

2000

Weather Data ARPAV Meteorological data for the Veneto Region -
StreamĆow ARPAV/Regione Veneto Measured streamĆow data -
Water Quality ARPAV/Regione Veneto Measured water quality data (Nitrogen and

Phosphorus)
-

Hydrography ARPAV Hydrography of interest to the Directive
2000/60/EC (scale 1:10.000)

2012

Sub-basins ARPAV Regional watershedsŠ limits (scale 1:10.000) 2015
Land-use Regione Veneto Land-use map and classes for the Veneto

Region (scale 1:10.000)
2000

Soils ARPAV Soil map and classiĄcation for the VLW
(scale 1:50.000)

2000

Data source: Veneto [32], ARPAV [4]

The original DEM was aggregated from an original resolution of 5x5m to a

20x20m resolution by using the resample bilinear method. In order to maintain

spatial integrity, both soil and land-use vector maps were converted to raster

format at a 20x20m resolution grid by using the resample majority method. Still,

the original soil map, consisting of 101 different classes, was combined into 18

representative classes according to their textures [12]. In a similar approach, the

original classes of the land-use map (i.e. 79 classes) were combined and converted

to SWAT-compatible land-use classes according to their representativeness in

terms of total covered area resulting in a Ąnal number of 13 land-use classes,

ranging from the most relevant crop varieties (e.g. corn, sugar-beet and vineyard)

to urban areas (e.g. high and low density).

Considering the information described in Table C3.1 and the input data pre-

processing, the Dese-Zero watershed was sub-divided into 14 sub-basins, for a

total of 476 HRUs, the Marzenego watershed was sub-divided into 9 sub-basins,

for a total of 253 HRUs, and the Montalbano watershed was sub-divided into 3
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sub-basins, for a total of 60 HRUs.

In order to account for the external inĆuences of the Avenale, Brenton del

Maglio, and Cambroso sub-basins to the studied watersheds, a SWAT project was

set-up for each of these sub-basins. Hence, the Avenale sub-basin was sub-divided

into 79 HRUs, the Brenton del Maglio sub-basin was partitioned into 16 HRUs,

and the Cambroso sub-basin was split into 63 HRUs. The simulated streamĆow

and water quality loadings, as calculated by the SWAT model for each of these

watersheds, is, then, imported to the studied sub-basins, according to the partition

presented in Table C1.1.

The weather data available for this study covers the period from Jan/1993 to

Dec/2014, on a daily basis, for the weather variables shown in Table C3.2. The

spatial location of each meteorological station is shown in Figure C3.1.

Table C3.2: Weather variables information and ID codes.
Weather Variable Unit Weather Station ID

Relative Humidity − 80CF, 80DI, 80DV, 80LE, 80MS, 80OG, 80TS, 80VV, 80ZB
Precipitation mm 80CF, 80DI, 80DV, 80LE, 80MS, 80OG, 80TS, 80VV, 80ZB
Solar Irradiance MJ · m−2 80CF, 80DI, 80DV, 80LE, 80OG, 80VV, 80ZB
Maximum Temperature ◦C 80CF, 80DI, 80DV, 80LE, 80MS, 80OG, 80TS, 80VV, 80ZB
Minimum Temperature ◦C 80CF, 80DI, 80DV, 80LE, 80MS, 80OG, 80TS, 80VV, 80ZB
Wind Speed m · s−1 80DV, 80MS, 80TS

Data source: ARPAV [4]

StreamĆow data was available as measured by four distinct stream gauges,

two located in the Deze-Zero watershed, one in the Marzengo watershed and

another in the Montalbano watershed. Observed water quality data, instead,

was available as measured by four distinct water quality collecting points, two

located in the Dese-Zero watershed, one in the Marzenego watershed and one

in the Montalbano watershed. For calibration purposes of the SWAT model,

the overall measured streamĆow and water quality databases were arranged into

the calibration and validation datasets aiming at a validation:calibration ratio of

around 1:4. Table C3.3 shows more details on the data used for the calibration of

the model, such as the the frequency in which the data is available and at which

time period.
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Table C3.3: StreamĆow and water quality data summary.

Variable Station ID Unit Frequency Time Period

StreamĆow

C2i m3
· s−1 Daily 2005-2012

DDE m3
· s−1 Daily 1998-2000

P7 m3
· s−1 Daily 2004-2012

P12 m3
· s−1 Daily 1997-2005

Water Quality

143 mg · l−1 Monthly 2002-2011
182 mg · l−1 Monthly 2005-2013
481 mg · l−1 Monthly 2002-2011
489 mg · l−1 Monthly 2004-2011

Data source: ARPAV [4]

3.2.4 The Empirical Models

Based on previous studies that proves the feasibility of integrating ANNs and the

SWAT models [13, 22, 11], the empirical model developed for this study is a non-

linear ANN model. The ANN6 model used in this chapter was developed by the

authors in R language, being able to be conĄgured in a number of variations and

to run on a multi-core cluster system. Following the work discussed in Chapter 2,

a MLR is also introduced as a potential empirical model. The MLR is chosen as it

is a statistical technique used to predict, under linear assumptions, the outcome of

a certain variable according to one or more explanatory variables, being capable of

producing satisfactory results while being a simple and computationally efficient

modelling technique. The MLR model utilised in this chapter relies on the use of

the RŠs function lm [28]. Although both the ANN and MLR models are empirical

modelling techniques, it is interesting to compare the performance of both, as

ANNs are non-linear models and MLR are linear models.

Regarding the coupling of the empirical models with the SWAT model, the

empirical models receive on-line information from and are called iteratively by

the SWAT model during the routing phase of the hydrologic simulations7. The

results of the empirical models are, then, incorporated into the SWAT hydrologic

simulations and passed to the subsequent routing phase calculation steps. The

user can specify the sub-basin in which the empirical model is called by the

mechanistic component, representing the location where the connection between

6A theoretical description of the utilised ANN model can be found in Appendix 2, while the
source code of the developed model can be found in Appendix 3.
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the two models takes place. This can be done by adding a boolean control check to

the route command of the SWAT input Ąle named "fig.fig" (i.e. addition of a new

column, where the value Š1Š means proceed with the SWAT-ANN coupled model

computation, and Š0Š means not calling the empirical component). Additionally,

the user can create another control Ąle that is read by the SWAT model after the

empirical computational procedure is Ąnalised and serving the only purpose of

specifying the spatial location where the outputs of empirical models should be

accounted for in the SWAT model. Further explanation regarding the coupling of

the SWAT and the ANN models can be found in Chapter 1, Sub-Section 1.2.2,

and in Appendix 1.

Recognising the statement made at the Hypothesis 3.2.2, the possible meteo-

rological inputs to the empirical models are roughly the same as the meteorological

data used as input information to the SWAT model (see Table C3.2), with the only

difference being daily temperature, which is condensed into a daily average value

by taking the average of the daily maximum and minimum temperatures. Other

than weather data, the empirical models consider as possible input data some

relevant hydrologic information passed by the SWAT model, such as streamĆow

and soil water content, while also considering some artiĄcial water demand, such

as irrigation water demand.

All this information is presented to the empirical models in order to transmit

the knowledge of when the water availability and water demand of the studied

watersheds might be under a critical situation, thereby requiring the operation

of the artiĄcial hydraulic control system as described in Chapter 1, Section 1.3.

Nonetheless, temporal information is also passed as a boolean value from the

mechanistic model to the empirical models, representing the season of the year

when the combination of hydro-meteorological parameters is occurring [13]. A

summary of the all input data to the empirical models is presented in Table C3.48.

7The proposed SWAT source code modifications pertaining to the coupling with the ANN
model can be found in Appendix 1, while the source code of the developed ANN model can be
found in Appendix 3. Both models communicate by exchanging information stored in .csv files.

8The Dese-Zero watershed is split into Dese and Zero river systems because of the two
distinct inputs, one coming from the Avenale and the other from the Brenton del Maglio
watersheds, following the discussion presented in Chapter 1, Section 1.3.
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Table C3.4: Empirical models input variables.

Value Range

Variable Symbol Dese Zero Marzenego Montalbano Unit

StreamĆow FLOW 0.02 Ű 4.25 0.17 Ű 3.52 0.16 Ű 3.35 0.00 Ű 1.43 m3
· s−1

Act. Evapotranspiration EVAP 0.01 Ű 4.78 0.02 Ű 5.34 0.04 Ű 5.35 0.06 Ű 5.82 mm H2O/day
Return Flow GWQ 0.00 Ű 1.49 0.00 Ű 1.49 0.00 Ű 2.36 0.00 Ű 1.49 mm H2O/day
Soil Water Content SW 65.7 Ű 190.9 65.7 Ű 190.9 107.0 Ű 236.2 89.6 Ű 210.4 mm H2O/day
Irrigation Water Demand IRR 0.00 Ű 4.28 0.00 Ű 25.12 0.00 Ű 4.29 0.00 Ű 4.27 mm H2O/day
Relative Humidity HMD 0.59 Ű 0.93 0.61 Ű 0.96 0.56 Ű 0.93 0.59 Ű 0.94 −

Solar Irradiance SLR 2.51 Ű 25.07 1.96 Ű 26.87 2.55 Ű 25.52 2.40 Ű 27.57 MJ · m−2

Avg. Temperature TMP 0.15 Ű 24.75 -0.59 Ű 24.18 -0.29 Ű 25.12 1.51 Ű 25.16 ◦C
Wind Speed WND 0.34 Ű 1.26 0.42 Ű 1.80 0.40 Ű 1.67 0.50 Ű 2.92 m · s−1

Precipitation PCP 0.00 Ű 9.63 0.00 Ű 9.23 0.00 Ű 8.83 0.00 Ű 7.80 mm H2O/day
Spring SPR 0 or 1 0 or 1 0 or 1 0 or 1 −

Summer SUM 0 or 1 0 or 1 0 or 1 0 or 1 −

Autumn AUT 0 or 1 0 or 1 0 or 1 0 or 1 −

Winter WIN 0 or 1 0 or 1 0 or 1 0 or 1 −

Organic Nitrogen ORGN 0.0 Ű 1417.9 0.0 Ű 1695.6 0.0 Ű 3486.8 0.0 Ű 1492.3 kgN/day
Ammonium NH4 0.0 Ű 628.9 0.0 Ű 675.4 0.0 Ű 1436.8 0.0 Ű 346.5 kgN/day
Nitrite NO2 0.0 Ű 177.7 0.0 Ű 193.5 0.0 Ű 565.3 0.0 Ű 84.8 kgN/day
Nitrate NO3 0.0 Ű 2723.9 0.0 Ű 2905.7 0.0 Ű 3093.3 0.0 Ű 521.8 kgN/day
Organic Phosphorus ORGP 0.0 Ű 300.0 0.0 Ű 356.6 0.0 Ű 130.8 0.0 Ű 241.3 kgP/day
Mineral Phosphorus MINP 0.0 Ű 682.9 0.0 Ű 687.7 0.0 Ű 455.5 0.0 Ű 244.0 kgP/day
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In order to reduce the inĆuence of possible data noises coming from the hydro-

meteorological input data (e.g. exceptional point discharges) and acknowledging

the fact uncertainties might be transmitted from the SWAT model to the empirical

models, the input information to the empirical models is presented only after

taking the past 30-days moving average of each variable. Simulations made

by the empirical model are updated for every simulated time-step made by the

mechanistic model. The variables that are then fed-back to the mechanistic

model (i.e. target variables) are either directly added as streamĆow, in case the

process being simulated is the estimation of the total external hydraulic loadings,

or directly added as a total nutrient load (i.e. organic nitrogen, ammonium,

nitrite, nitrate, organic phosphorus, and mineral phosphorus), in case the process

being simulated is the nutrient balance. Similarly as performed for the input data

variables, this information is condensed in a 30-days average in order to maintain

temporal compatibility.

Aiming at the reduction of the uncertainties coming from extreme values

and due to the fact that ANN models are know to be sensitive to the input

data [26], values below the 5th percentile and above the 95th percentile (i.e.

extreme values) of the resulting dataset are discarded. Such data pre-processing

is performed to allow the empirical models to capture a signal, if any, of the input

hydro-meteorological data to the studied watersheds throughout a year cycle at a

monthly scale. Finally, due to the nature of ANNs, the identiĄed inputs to the

empirical models are also normalised by feature scaling (Eq. A3.12) with respect

to the input value range for each watershed before being presented to the model.

Table C3.4 shows the minimum and maximum values used during the feature

scaling normalisation process.

For performance evaluation purposes, the input-response dataset is randomly

split into calibration (70%), validation (20%) and test (10%) datasets. The

validation dataset is used during the training phase of the ANN model in order to

avoid the over-Ątting of the model, not being used, however, for the calibration of

the ANN model itself. The test dataset, instead, is used only after the completion

of the ANN training to evaluate its performance, thereby not being presented to

the model during the training phase.
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3.2.5 The Methodological Framework

The proposed methodological framework adopted in this study is depicted in

Figure C3.2.

Figure C3.2: Flowchart depicting the proposed methodological framework.

The Ąrst step of the proposed methodological framework consists in the

manual calibration of the SWAT model based on information and results already

published on the literature for the study area [30, 29, 6, 13], as well as other

related publications [8, 9, 10, 5, 31, 24].

Subsequently, based on the assumption that the SWAT manually calibrated

model is capable of reproducing physically consistent results, the next step

contemplates an iterative calibration procedure of the SWAT model by evaluating

the Coefficient of Determination Ű R2 as the objective function. The software used

in this step is the SWAT Calibration and Uncertainty Programs Ű SWAT-CUP,

using the Sequential Uncertainty Fitting Algorithm Ű SUFI2 procedure [1]. The
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number of iterations for each calibration cycle varies from 500 to 999, whereas

the Ąrst calibration cycle always runs 999 iterations. As for the objective function,

the R2 is selected as the efficiency criterion because this function is capable of

indicating the level of collinearity between the observed and the simulated data

[18, 17, 20]. Such consideration means that the analysis performed in this passage

does not consider how accurate the actual outputs values are being simulated

with respect to the observations, but only how its variation is being reproduced in

time (e.g. the variation of the Ćow with respect to a precipitation event). Hence,

this step can be considered as a reĄnement post-process operation of the previous

manual calibration step and is, from now on, referred to as SWAT pre-calibrated

model.

The pre-calibrated SWAT model results are, then, evaluated by means of

PBIAS (Eq. C2.2). This steps aims at the identiĄcation of how accurately

the model is able to reproduce the water and nutrient balances of the studied

watersheds in absolute terms, as the PBIAS model efficiency criteria is capable

of expressing the tendency of the simulated data to over-or-underestimate the

reference observed data [20]. In case the results are not considered satisfactory,

as it is expected for the VLW due to the signiĄcant amount of external hydraulic

and nutrient loadings entering the watershed, it is possible to estimate the total

external contributions as the difference between the observed and simulated values.

The PBIAS efficiency criterion and the threshold value of 25 was adopted from

the literature [20].

As the number of input variables to the empirical models may be considerably

large due to the consideration of both spatial and temporal dimensions, the

succeeding methodological step consists in pre-processing all the possible input

data to the empirical models (see Table C3.4 aiming at the identiĄcation of the

possible most relevant variables by means of PCA as a method for dimensionality

reduction [27, 16, 13]. Acknowledging the fact that PCA is based on linear

assumptions and, moreover, does not account for any information about the

predictands [19], it is proposed the evaluation of two different scenarios, based on

the principal components that explain the input data variance at, approximately:

i. 80%, and; ii. 95% [13]. Moreover, two criteria are selected as basis for the

determination of the most relevant input information, namely: i. The absolute
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linear correlation values that are higher than 0.50 between the original input

variables and the principal components, and; ii. The variables contributions that

are higher than 70% to the principal components. The consideration of these

criteria means that variables that are both strongly correlated with and have

strong contribution to the factors explaining the input data variance at scenario

i. 80% or ii. 95% are considered as interesting to be kept as input information.

Moreover, variables with similar criteria values and with the same physical meaning

are considered as redundant information, therefore being individually evaluated to

be discarded (e.g. out of two temperature stations with similar PCA results, only

the one with higher criteria results is kept).

The following methodological step aims at the calibration and identiĄcation

of the most accurate empirical model by considering the input as pre-processed in

the preceding stages. For the ANN model speciĄcally, in order to ensure that the

calibration of the models is efficient, the training process is run 1000+ times, each

time randomly restarting the initial weight connection values, adjusting the ANN

structure, and randomising the training, validation, and test datasets. The best

model run is, then, stored by evaluating the SSE and the Mean of Squared Errors

Ű MSE of the validation dataset. A stopped training criteria is implemented to

avoid the over-Ątting of the model by assessing the evolution of the SSE of the

validation dataset [15], as well by evaluating how much the training has improved

during the last few training epochs. The resulting calibrated empirical models are

then coupled with the SWAT model.

In order to check whether a coupled SWAT-Empirical model is capable of

reproducing the overall water and nutrient balance of the studied watersheds, the

now re-calibrated SWAT-Empirical model is validated by evaluating the resulting

PBIAS, as performed in a previous phase. In case of a positive validation check, the

resulting coupled model is then iteratively re-calibrated by using the SWAT-CUP

software. This time, however, two efficiency criteria are simultaneously evaluated,

namely the NSE (Eq. C2.1), and, again, the PBIAS (Eq. C2.2). Differently from

R2, NSE does a better job in identifying not only how well the simulated values of

a model are being reproduced in time but also how accurate these results are with

respect to the observations. This occurs mainly to the fact that the calculation

of the NSE criterion involves the computation of the squared difference between
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the observed and predicted values. Due to this property, however, the NSE model

efficient coefficient falls short when dealing with the high extreme values of the

analysed dataset [20, 17]. The PBIAS, instead, is re-evaluated in order to ensure

that the resulting coupled model is not over or underestimating the observations.

Finally, the coupled model is re-validated by confronting the model results with

thresholds values obtained from the literature [20]. This Ąnal validation step is

performed by using an independent observed dataset period, not yet used during

previous calibration steps.

3.3 Results and Discussions

3.3.1 SWAT Model – Pre-Calibrated

Following the methodological framework described in Sub-Section 3.2.5 and

summarised in Figure C3.2, the Ąrst attempt to calibrate the SWAT model is

performed by manually adjusting the SWAT parameters based on consolidated

knowledge regarding the hydrological modelling in the study area by means of

specialised literature review, followed by a calibration step using the SWAT-CUP

and the SUFI2 procedure to further reĄne the manual calibration procedure.

Regarding the water balance calibration, this procedure consists in modifying a

total of 23 distinct SWAT parameters, focusing on three main hydrological-related

processes (i.e. surface runoff, baseĆow, and soil hydraulic properties) and on

parameters governing nutrients balance (i.e. nitrogen and phosphorus). The list

of modiĄed parameters and their Ąnal calibrated values for this step is shown in

Table C3.5. In accordance with the proposed methodology, the performance of

the pre-calibrated SWAT model is evaluated by means of the R2. The results

regarding the performance evaluation of the pre-calibrated SWAT model are shown

in Table C3.6.

The results shown in Table C3.6 indicate an acceptable behaviour if R2

is considered as the sole model efficiency criterion, both under the daily and

monthly model conĄgurations for streamĆow and also under the monthly basis

scenario for the nutrient loadings. Regarding the streamĆow, the monthly basis
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Table C3.5: SWAT-CUP/SUFI2 results of the pre-calibrated SWAT model.

Calibrated Value (min–max)

Parameter Description Dese-Zero Marzenego Montalbano

CN2 Initial SCS CN II value 80.1 (70.4Ű89.9) 82.0 (72.0Ű92.0) 77.4 (66.0Ű89.4)
ESCO Soil evaporation compensation factor 0.90 0.74 0.97
EPCO Plant uptake compensation factor 0.87 0.97 0.88
SURLAG Surface runoff lag coefficient 4.45 4.98 5.86
OV_N ManningŠs ŠnŠ - overland Ćow 0.13 (0.01Ű0.29) 0.18 (0.01Ű0.41) 0.17 (0.01Ű0.37)
CH_N1 ManningŠs ŠnŠ - tributary channels 0.08 0.09 0.15
CH_N2 ManningŠs ŠnŠ - main channel 0.23 0.18 0.13
GW_DELAY Groundwater delay time 22.95 17.00 17.04
ALPHA_BF BaseĆow alpha factor1 0.8785 0.8766 0.7430
GWQMN Shallow aquifer water depth for return Ćow to occur 641.11 676.71 510.72
GW_REVAP Groundwater "revap" coefficient 0.1685 0.0543 0.2000
RCHRG_DP Deep aquifer percolation fraction 0.0473 0.0480 0.0492
ALPHA_BF_D Deep aquifer alpha factor 0.0868 0.1033 0.0970
SOL_AWC() Available water capacity of the soil layer 0.13 (0.03Ű0.18) 0.13 (0.03Ű0.16) 0.14 (0.06Ű0.19)
SOL_K() Saturated hydraulic conductivity 15.29 (0.01Ű92.48) 11.45 (0.09Ű79.39) 11.32 (1.47Ű80.13)
NPERCO Nitrate percolation coefficient 1.00 1.00 1.00
PPERCO Phosphorus percolation coefficient 10.00 10.00 10.00
PHOSKD Phosphorus soil partitioning coefficient 200 200 200
RS4 Organic N settling rate in reach at 20°C 0.6286 0.5258 0.4026
RS5 Organic P settling rate in reach at 20°C 0.6477 0.3270 0.2188
BC1 Biological oxidation rate (NH4 to NO2) in reach at 20°C 0.1805 0.2956 0.2449
BC2 Biological oxidation rate (NO2 to NO3) in reach at 20°C 0.2666 0.3048 0.3017
BC4 Mineralisation rate (OrgP to SolP) in reach at 20°C 0.0748 0.0830 0.0346

1 Values are higher for sub-basins located upstream the aquifer recharge area.

Table C3.6: Pre-calibrated SWAT model results (calibration dataset).

Variable Sub-basin Scenario R2 NSE PBIAS

StreamĆow

Dese-Zero
Daily basis 0.542 0.222 51.243
Monthly basis 0.595 -0.134 51.263

Marzenego
Daily basis 0.529 -0.485 65.883
Monthly basis 0.828 -2.431 65.004

Montalbano
Daily basis 0.749 0.018 -46.262
Monthly basis 0.881 -0.136 -46.275

Total N
Dese-Zero

Monthly basis
0.714 -0.857 77.795

Marzenego 0.801 -0.027 69.606
Montalbano 0.693 0.477 -43.800

Total P
Dese-Zero

Monthly basis
0.664 0.454 41.012

Marzenego 0.665 0.471 42.695
Montalbano 0.804 -2.166 -182.172
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conĄguration shows slightly better results than the daily basis scenario. However,

the results for the NSE and PBIAS are both non-acceptable for all the three

studied watersheds, clearly showing indications that its results are mispredicting

the observed streamĆow and total nutrient loadings. This behaviour is conĄrmed

by a considerable large underestimation bias for streamĆow, on the order of 51%

for the Dese-Zero and 65% for the Marzenego, and a large overestimation bias

for streamĆow, on the order of 46%, for the Montalbano watershed.

Even if numerically the results seem to be not capable of reproducing the reality,

they are theoretically consistent with the hydraulic operation of the watersheds,

meaning that while the Dese-Zero and Marzenego watersheds are characterised

for receiving signiĄcant amounts of external water coming from the big external

aquifer located north-north-west of the VLW and by the artiĄcial management

of hydraulic nodes, the Montalbano watershed is characterised for being a small

watershed and for having almost 25% of its total area below the sea level, thereby

requiring the operation of hydraulic devices to artiĄcially manage its superĄcial

Ćow, especially during peak Ćow conditions, what can be veriĄed by a large

overestimation bias for the simulated streamĆow. The poor modelling results of

the pre-calibrated SWAT model are also veriĄed when analysing the NSE.

In general, under the assumed conĄguration and due to the complexity of

the studied watersheds, the SWAT model alone is not capable of reproducing

the overall water and nutrient balances of neither of the studied watersheds. As

already discussed in Sub-Section 3.2.1, this fact can be attributed to particular

and complex characteristics of each sub-basins of the VLW. However, even if

some components of the system are still missing, the proposed pre-calibrated

SWAT model is capable of producing simulations somewhat linearly correlated

to the observed data, as the coefficient of determination indicates. In fact,

on a daily basis, the linear correlation between the observed streamĆow and

the simulated streamĆow is 0.736 for the Dese-Zero sub-basin, 0.793 for the

Marzenego sub-basin, and 0.865 for the Montalbano sub-basin.

In summary, the results for the pre-calibrated SWAT model suggest that,

although the proposed model conĄguration is not capable of accurately simulating

the hydrology of the studied watersheds, it is capable to linearly reproduce its

behaviour in time, even if it systematically fails to accurately simulate the observed
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values.

3.3.2 Principal Component Analysis

In compliance with the methodological framework described in the Sub-Section 3.2.5,

PCA is applied as a technique for the identiĄcation of the most relevant input

variables to be used during the estimation of the total hydraulic hydraulic loadings

to the studied watersheds. The results of this computation are summarised in

Figure C3.3. A set of tables presenting the completion of the linear correlation

values between the PCA components and variables is presented in Appendix 4,

for each studied sub-basin.

The results shown in Figure C3.3 and summarised in Appendix 4 suggest that

some variables can be dropped while maintaining at least 95% of the variance of

the original input data. As expected, some variables play a larger role in explaining

the variance of the input data, such as precipitation and evapotranspiration, while

other variables are less relevant, such as wind speed. Interestingly, irrigation water

demand also results as a variable playing a minor role in describing the variance

of the input data, which can be attributed to the fact that during the majority

of the days in a year irrigation is not taking place. These results are graphically

depicted by the second row of the Figure C3.3, depicting only the Ąrst two most

important components.

In general, the PCA input data processing produces the following outcome

when considering the PCA Scenario II only: i. For the Dese river, a reduction

of 51.7% of variables (29 to 14); ii. For the Zero river, a reduction of 51.7%

of variables (29 to 14); iii. For the Marzenego river, a reduction of 44.0% of

variables (25 to 14), and; iv. For the Montalbano river, a reduction of 53.3%

of variables (30 to 14). The complete listing of variables, the linear correlation

between the variables and the PCA components, and the Ąnal listing of selected

variables is shown in the Appendix 4.
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Figure C3.3: Summary of PCA data processing for the streamĆow variable. From
left to right: 1st Column: Percentage of explained variance by each PCA com-
ponent; 2nd Column: Variables contribution map to the 1st and 2nd components.
From top to bottom: 1st Row: Dese; 2nd Row: Zero; 3rd Row: Marzenego; 4th

Row: Montalbano.
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3.3.3 Empirical Models

Recognising the fact that some components of the hydrological system are still

missing (see Figure C3.2), the next proposed methodological step consists in

identifying the most adequate empirical modelling technique to estimate the total

external hydraulic loads to the VLW. As described in the Sub-Section 3.2.4, two

modelling techniques are evaluated for this purpose, namely: i. An ANN model

developed by the authors, and; ii. A MLR model. For this analysis, the Dese-Zero

sub-basin is taken as a case study. The results of this analysis are shown in

Table C3.7.

Table C3.7: MLR and ANN model comparison results. Dese-Zero only.

MLR ANN

PCA Scenario Dataset R2 NSE PBIAS R2 NSE PBIAS

Scenario I
Training 0.208 0.207 0.001 0.533 0.532 0.794
Validation Ű Ű Ű 0.494 0.493 0.065
Test 0.183 0.171 3.569 0.478 0.476 -1.861

Scenario II
Training 0.292 0.291 0.001 0.845 0.844 -0.798
Validation Ű Ű Ű 0.864 0.861 0.881
Test 0.243 0.230 -4.842 0.799 0.798 -0.885

The results shown in Table C3.7 indicate that the total amount of external

water entering the Dese-Zero watershed from external sources can be better

simulated by a non-linear approach, such as the utilised ANN model. This result

is consistent for both considered data input scenarios. The overall best results

are obtained by the ANN model under PCA Scenario II. These results indicate

that solar radiation, soil water content, groundwater Ćow, and irrigation water

demand are relevant information for the description of the total external hydraulic

loads to the studied watershed.

An interesting observation, though, is the fact that even though the MLR

model fails to accurately simulate the total external loads of the Dese-Zero

watershed, the linear model is capable of reproducing the mean estimated total

amount of external water entering the studied watershed, as indicated by a

consistent very low PBIAS result. The ANN model, on the other hand, is not only

capable of reproducing the mean values, but also to replicate, to some extent, the

variations of the total external hydraulic loads in time. In numerical terms, for
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Scenario II, while 40.3% of the simulated values by the MLR model fall between

the absolute error range of -0.25 Ű 0.25 m3 s-1, 70.9% of the simulated values by

the ANN model falls in the same range, indicating a superior simulating capability

of the non-linear approach.

Being identiĄed the best empirical modelling technique, the next methodolog-

ical step consists in estimating the total hydrologic inĆuences resulting from the

complex water movement of the studied watersheds. The results of this operation

are summarised in Table C3.8, while Figure C3.4 depicts the information regarding

the ANN training progress and model performance for each studied watershed.

As discussed in Sub-Section 3.2.4, the Dese-Zero watershed is split into Dese and

Zero river systems.

Table C3.8: ANN model results, for streamĆow variable.
Sub-basin Dataset R2 NSE PBIAS MSE

Dese
Training 0.891 0.889 -0.849 0.114
Validation 0.892 0.889 0.323 0.113
Test 0.865 0.865 -0.668 0.129

Zero
Training 0.802 0.800 0.748 0.208
Validation 0.837 0.834 1.438 0.160
Test 0.735 0.731 1.015 0.247

Marzenego
Training 0.897 0.896 -0.253 0.103
Validation 0.898 0.897 -0.266 0.114
Test 0.863 0.863 0.109 0.145

Montalbano
Training 0.908 0.908 2.221 0.091
Validation 0.897 0.897 -1.426 0.103
Test 0.884 0.884 -0.386 0.121

The results shown in Table C3.8 and Figure C3.4 indicate that the considered

ANN model is capable of satisfactory reproducing the estimated total hydraulic

inĆuences from external sources to the studied watershed. In fact, both the NSE

and PBIAS results shown in Table C3.8 suggest a very good capability of the

ANN model to reproduce the desired hydraulic inĆuences at a monthly scale.

The ANN model shows the poorest results when attempting to simulate the

estimated total hydraulic inĆuences from external sources to the Zero watershed.

Even so, however, the results are considered to be satisfactory, as the NSE is,

approximately, 0.73 and the PBIAS, approximately, 1.0 for the test dataset, the

latter suggesting a slightly tendency of the ANN model to an underestimation

behaviour. The strong modelling capability of the ANN model is graphically
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Figure C3.4: ANN model results summary, for streamĆow variable. From left to right: 1st Column: Dese; 2nd Column:
Zero; 3rd Column: Marzenego; 4th Column: Montalbano; From top to bottom: 1st Row: MSE evolution during training
process; 2nd Row: Scatter Plot (Observed vs. Simulated values - a perfect Ąt is represented by the red diagonal line); 3rd

Row: Error Histogram (absolute error values between the 1st and 99th percentiles); 4th Row: Statistics summary (the box
represents the extent from the third quartile, on the top, to the Ąrst quartile, on the bottom - the line-mark inside the
quartile-box represents the median of the results - the extreme mark on top symbolises the maximum simulated value,
while the extreme mark on the bottom indicates the minimum simulated value - the red dashed-line represents the median
estimated value of the target values).



3.3. RESULTS AND DISCUSSIONS 139

presented by the scatter plot of the target versus simulated values, as shown at

the second row of Figure C3.4.

Moreover, corroborating the ANNŠs good modelling performance, the absolute

error of the target vs simulated values is low for all studied sub-basins. In numbers,

the percentage of the absolute error that falls in the range of -0.15 Ű 0.15 m3·s-1

is, approximately: 57.4% (Dese); 75.8% (Zero); 86.8% (Marzenego), and; 88.2%.

The same information can be graphically seen as presented by the third row of

Figure C3.4.

Finally, the forth row of Figure C3.4 depicts some useful statistics regarding

the simulation results of the ANN model, such as the range of the simulated

values and their respective Ąrst and third quartiles for all the studied watersheds

and for each month of the year separately, together with the median value of the

target values for comparison purposes. In general, such results indicate that the

ANN model does a very good job in reproducing the monthly median external

contributions.

Furthermore, although the time intervals considered for each watershed are

different (see Table C3.3), it is possible to draw an interesting parallel with the

observed bimodal behaviour of the aquifer system located to the north/north-west

of the VLW. A Ąrst high-Ćow phase, yet not clear, can be identiĄed around

the period ranging from the Ąrst to the second trimester. A second high-Ćow

phase, instead, is much easily detectable and can be identiĄed around the period

transacting between the third and forth trimesters. Such behaviour can be spotted

in both Dese-Zero and Marzenego model results, as those are the watersheds

mostly affected by the hydraulic contributions coming from the big external aquifer

to the VLW (see Figure C3.1).

No clear sign is identiĄable for the Montalbano watershed, instead. This fact

can be attributed to the fact that this watershed is not directly affected by the

hydraulic contributions coming from the big external aquifer to the VLW, as the

Montalbano watershed is somewhat conĄned in between surrounding river systems,

namely: Bacchiglione, to the south and west; Fiumazzo, to the north, and; Brenta,

to the east. In spite of this particular characteristic, it is interesting to notice

the increasing trend of water demand from external sources during the spring

and summer seasons. Being a watershed covered predominantly by agricultural
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activities, this change in the signal of total external hydraulic contributions is

expected due to the increased water demand for irrigation and losses due to

evapotranspiration.

Being identiĄed the total amount of water entering or leaving the studied

watersheds, the next step aims at the quantiĄcation of the nutrient movement

in the study area. This step is performed after the identiĄcation of the water

movement in order to ensure that the movement of nutrient loadings beyond the

watershed boundaries has the same signal and relative magnitude as the estimated

amount of hydraulic loadings. The results for this methodological step are shown

in Table C3.9.

Table C3.9: ANN model results, for the nutrient variables.
Variable Sub-basin Dataset R2 NSE PBIAS MSE

Total N

Dese
Training 0.790 0.788 -2.038 0.203
Validation 0.922 0.920 -1.208 0.089
Test 0.799 0.795 -0.215 0.222

Zero
Training 0.826 0.814 -4.381 0.195
Validation 0.856 0.822 -7.733 0.120
Test 0.762 0.758 -2.747 0.241

Marzenego
Training 0.550 0.549 3.227 0.451
Validation 0.604 0.599 1.322 0.140
Test 0.790 0.671 25.178 0.475

Montalbano
Training 0.923 0.920 -5.626 0.073
Validation 0.973 0.971 -8.883 0.021
Test 0.898 0.895 -2.135 0.189

Total P

Dese
Training 0.629 0.618 4.407 0.380
Validation 0.586 0.586 0.440 0.437
Test 0.601 0.576 6.205 0.387

Zero
Training 0.580 0.572 -0.697 0.418
Validation 0.595 0.573 6.019 0.452
Test 0.629 0.615 1.366 0.396

Marzenego
Training 0.472 0.471 0.986 0.525
Validation 0.429 0.426 0.357 0.478
Test 0.517 0.492 10.025 0.597

Montalbano
Training 0.565 0.529 36.950 0.598
Validation 0.696 0.660 36.042 0.231
Test 0.637 0.582 73.634 0.333

The results shown in Table C3.9 indicate that the proposed methodology

is capable of estimating the total amount of nutrients entering or leaving the

area of study, although less accurately than the results shown in Table C3.8.

It is interesting to note, however, that the ANN model is better capable of
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estimating the total amount of nitrogen compounds (i.e. nitrite, nitrate, ammonia

and organic nitrogen compounds) than of phosphorus compounds (i.e. mineral

phosphorus and organophosphorus compounds). This behaviour is true for all four

studied water basins. Another interesting observation that can be derived from

the results shown in Table C3.9 is the fact that, speciĄcally for the Montalbano

watershed, the ANN model tends to quite signiĄcantly overestimate the amount

of phosphorus coming from/going to external sub-basins.

In summary, the results shown in this Sub-Section indicate that the employed

ANN model is capable of computing, at a monthly scale, the estimated hydraulic

inĆuences not taken into account when running the SWAT model alone. Besides,

the ANN model is also capable of satisfactory reproducing the total amount of

nitrogen being carried by external hydraulic inĆuences, while the total amount

of phosphorus, although not as accurate as the total nitrogen results, are also

satisfactory reproduced by the model. Moreover, the results summarised in

Figure C3.4 also show indications that the ANN model is somewhat capable of

reproducing some of the observed particularities of the studied watersheds, such

as the observed bimodal behaviour of the external aquifer system inĆuencing the

Dese-Zero and Marzenego watersheds, and the artiĄcial water apportion increase

during the spring and summer seasons due to agricultural needs in the Montalbano

watershed.

3.3.4 Coupled SWAT-ANN Model

Following the calibration and validation of the ANN model, the next proposed

methodological step consists on coupling the SWAT and the ANN models, on

re-running the calibration process for the new model, and on re-evaluating the new

simulation results. The outcomes of this operation are summarised in Tables C3.10

and C3.11. Figure C3.5, instead, depicts a comparison between the results of the

SWAT and the SWAT-ANN models when performing the simulation of streamĆow

extreme values on a daily basis.

Confronting the results shown in Tables C3.5 and C3.10, it is possible to verify

that the mean calibrated values for the majority of the calibrated parameters

have not change signiĄcantly from the pre-calibrated SWAT model conĄguration,
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Table C3.10: SWAT-CUP/SUFI2 results of the coupled SWAT-ANN model.

Calibrated Value (min–max)

Parameter Description Dese-Zero Marzenego Montalbano

CN2 Initial SCS CN II value 73.5 (64.5Ű82.4) 87.6 (76.9Ű98.0) 82.3 (70.2Ű95.0)
ESCO Soil evaporation compensation factor 0.95 0.72 0.97
EPCO Plant uptake compensation factor 0.90 0.99 0.93
SURLAG Surface runoff lag coefficient 7.10 7.18 8.23
OV_N ManningŠs ŠnŠ - overland Ćow 0.18 (0.01Ű0.41) 0.10 (0.01Ű0.23) 0.12 (0.01Ű0.25)
CH_N1 ManningŠs ŠnŠ - tributary channels 0.12 0.17 0.14
CH_N2 ManningŠs ŠnŠ - main channel 0.18 0.21 0.15
GW_DELAY Groundwater delay time 35.80 25.55 28.32
ALPHA_BF BaseĆow alpha factor1 0.7758 0.6915 0.9028
GWQMN Shallow aquifer water depth for return Ćow to occur 893.43 817.88 902.50
GW_REVAP Groundwater "revap" coefficient 0.0855 0.1988 0.2000
RCHRG_DP Deep aquifer percolation fraction 0.0404 0.0702 0.0435
ALPHA_BF_D Deep aquifer alpha factor 0.0610 0.0639 0.0968
SOL_AWC() Available water capacity of the soil layer 0.12 (0.03Ű0.16) 0.14 (0.04Ű0.19) 0.14 (0.07Ű0.20)
SOL_K() Saturated hydraulic conductivity 14.80 (0.10Ű89.52) 13.17 (0.10Ű91.31) 12.65 (1.65Ű89.50)
NPERCO Nitrate percolation coefficient 0.66 0.67 0.47
PPERCO Phosphorus percolation coefficient 13.28 15.69 17.50
PHOSKD Phosphorus soil partitioning coefficient 100 125 100
RS4 Organic N settling rate in reach at 20°C 0.0295 0.0370 0.0564
RS5 Organic P settling rate in reach at 20°C 0.0389 0.0601 0.0366
BC1 Biological oxidation rate (NH4 to NO2) in reach at 20°C 0.4421 0.6089 0.7533
BC2 Biological oxidation rate (NO2 to NO3) in reach at 20°C 1.3247 1.4285 1.7692
BC4 Mineralisation rate (OrgP to SolP) in reach at 20°C 0.2273 0.4812 0.3895

1 Values are higher for sub-basins located upstream the aquifer recharge area.
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Table C3.11: Coupled SWAT-ANN model results.

Variable Sub-basin Dataset Scenario R2 NSE PBIAS

StreamĆow

Dese-Zero
Calibration

Daily basis 0.635 0.593 17.432
Monthly basis 0.765 0.662 17.049

Validation
Daily basis 0.817 0.797 14.171
Monthly basis 0.905 0.837 14.096

Marzenego
Calibration

Daily basis 0.634 0.603 -11.371
Monthly basis 0.759 0.677 -10.209

Validation
Daily basis 0.580 0.554 -10.693
Monthly basis 0.595 0.552 -12.361

Montalbano
Calibration

Daily basis 0.721 0.535 -10.612
Monthly basis 0.865 0.773 -10.469

Validation
Daily basis 0.681 0.652 12.688
Monthly basis 0.853 0.820 12.212

Total N

Dese-Zero
Calibration

Monthly basis
0.564 0.502 17.905

Validation 0.647 0.490 18.025

Marzenego
Calibration

Monthly basis
0.651 0.567 0.057

Validation 0.780 0.755 2.980

Montalbano
Calibration

Monthly basis
0.847 0.833 -22.928

Validation 0.914 0.812 3.278

Total P

Dese-Zero
Calibration

Monthly basis
0.747 0.663 10.557

Validation 0.669 0.440 -8.285

Marzenego
Calibration

Monthly basis
0.567 0.457 -7.511

Validation 0.795 0.649 -26.857

Montalbano
Calibration

Monthly basis
0.831 0.820 -14.801

Validation 0.923 0.681 -28.724
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Figure C3.5: Performance comparison between the pre-calibrated SWAT and the coupled SWAT-ANN model results when
simulating extreme streamĆow values per sub-basin. The classiĄcation is based on the simulated values which are lower
than the 1st or higher than the 99th percentiles of the observed streamĆow database. For sub-basins in which no streamĆow
data was directly available, the information was extrapolated by taking into account its relative contribution area and
surrounding observation data. The simulation period covers the years from 1993 to 2014, while the results are shown as
yearly averages for a daily simulation conĄguration.
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indicating a satisfactory SWAT pre-calibration procedure. In fact, considering

only the parameters pertinent to the hydraulic balance of the studied watersheds,

only one parameter show variations above an absolute threshold value of 50%

with respect to the results of the pre-calibrated SWAT model when considering

all three watersheds, namely GW_DELAY. The increase in the absolute value of

the parameter GW_DELAY indicates that the period of time that water takes to

leave the soil proĄle and recharge the shallow aquifer is greater in the coupled

SWAT-ANN model, signalling that the pre-calibrated SWAT model was possibly

over-predicting the magnitude of the return Ćow in order to cope with the absence

of the already mentioned external hydraulic inĆuences.

Similarly, the variation in the GWQMN parameter for both Dese-Zero and

Marzenego watersheds corroborates this idea. The coupled SWAT-ANN model

calibration points to the direction that a deeper threshold of water in the shallow

aquifer is necessary for return Ćow to occur with regards to the results of the

pre-calibrated SWAT model. This behaviour is consistent for all three watersheds.

Another parameter that shows interesting results it the SURLAG. The actual

increase in the SURLAG parameter among all three studied watersheds indicates

that the pre-calibrated SWAT model was over-predicting the amount of surface

runoff discharging into the streams for every day of simulation.

In any case, the GW_DELAY, GWQMN, and SURLAG values obtained from

the SWAT model pre-calibration procedure indicate a conĄguration which tried

to emulate the observed hydrological behaviour of a system without, however,

considering any of the relevant external hydraulic inĆuences to the studied

watersheds. Consequently, the automatic calibration of the SWAT model adjusted

the intrinsic watershed parametrisation in order to account for such missing

information. Ultimately, this has lead to an overestimation of both groundwater

and surface runoff contributions to the main channel Ćow when the relevant

external water sources to the studied watersheds are not considered.

Regarding the parameters pertaining the nutrients balance, it is interesting to

notice that, by considering the apportion of nutrients entering/leaving the studied

watersheds, there is a signiĄcant variation in the calibrated values between the

SWAT pre-calibrated and the SWAT-ANN models. In general, the rate coefficients

for organic nitrogen and organic phosphorus in the reach at 20°C is overestimated
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in the SWAT pre-calibrated model, while the parameters BC1, BC2, and BC4

are all underestimated by the SWAT pre-calibrated model. Similarly to what is

observed for streamĆow, the conĄguration of these parameters indicates that the

SWAT pre-calibrated model is overestimating the total loading of nutrients in

order to cope with the absence of the aforementioned external inĆuences.

Regarding the modelling capabilities of the coupled SWAT-ANN model, it

can be veriĄed a signiĄcant improvement of the modelŠs performance, as shown

in Table C3.11 and Figure C3.5. Comparing the calibration dataset results of

the pre-calibrated SWAT model (see Table C3.6 for reference) with the results

shown in Table C3.11, it is possible to verify a huge improvement in the modelŠs

performance for all three studied watersheds, especially when considering the

simulation under a monthly basis. This improvement is true for both streamĆow

and nutrient variables. It is interesting to notice, however, that some biases

veriĄed during the calibration process of the empirical model are transferred to

the SWAT-ANN model. For instance, the large underestimation bias of the ANN

model when simulation the external loading of phosphorus to the Montalbano

watershed are also veriĄed in Table C3.11, however with an inverted signal due to

the predominant artiĄcial deviation of superĄcial waters during high Ćow period,

which ultimately translates in an overestimation of total phosphorus loadings.

Nevertheless, still considering the calibration dataset, the results presented in

Table C3.6 indicate that the proposed coupled SWAT-ANN model is capable of

reproducing the overall water and nutrient balances of the studied watersheds.

Ratifying the results of the calibration dataset, the results of the validation dataset

(shown in Table C3.11) conĄrm the better simulation capability of the coupled

SWAT-ANN model when performing under a monthly basis scenario for all three

studied watersheds.

An interesting result attributed to the difference in the composition of the

calibration and validation datasets can be veriĄed when analysing the results of

the Montalbano watershed. While the coupled SWAT-ANN model exhibits a

tendency to overestimation the streamĆow for the calibration dataset, it shows the

opposite behaviour when applied to the validation dataset. This discrepancy can

be attributed to particularities of both calibration and validation datasets, such

as the presence of wetter years in the calibration dataset. Anyhow, the results of
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the coupled SWAT-ANN model for the Montalbano watershed can be considered

to be satisfactory and signiĄcantly better than the results of pre-calibrated SWAT

model, as veriĄed in Table C3.11.

Indeed, the external hydraulic contributions are extremely important for

both the water and nutrient balances of the studies watershed. By applying

the methodology described in the Section 3.2, it is possible to quantify these

inĆuences. For instance, the mean percentage of the total streamĆow of the

Dese-Zero that can be attributed to sources external to the watershed varies

from 19% during wet weather conditions to 59% during dry weather conditions.

Table C3.12 presents a summary of the average percentage of external hydraulic

and nutrient loadings to the studied watersheds during a simulation run from

1996 to 2014.

Table C3.12: Summary of the inĆuence of external hydraulic and nutrient loadings
when entering the studied watersheds during the simulation period of 1996 to
2014.

Sub-basin Condition Streamflow Total N Total P

Dese-Zero
High Flow 19.0% 33.2% 12.8%
Low Flow 59.0% 75.9% 60.9%

Marzenego
High Flow 30.2% 37.6% 35.4%
Low Flow 81.9% 80.1% 79.8%

Montalbano
High Flow 5.1% 21.3% 3.6%
Low Flow 63.0% 69.9% 67.2%

3.4 Conclusions

The VLW is characterised for being a very complex catchment. Several modiĄca-

tions in its superĄcial watercourses throughout the centuries have resulted in a

very unique environment, requiring specialised hydraulic management practices.

From a number of external hydraulic contributions capable of affecting the water

dynamics of the VLW, two stand-out, namely: i. Groundwater entering the VLW

from the big unconĄned aquifer to the north/north-west of the VLW, and; ii.

ArtiĄcially controlled superĄcial waters deviated from/to bordering watersheds

that do not discharge into the Lagoon of Venice.
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This chapter explored a framework to estimate the total external hydraulic

contributions to three particular sub-basins of the VLW, namely: Dese-Zero;

Marzenego, and; Montalbano. The proposed methodological framework is built

upon the use of a coupled mechanistic-empirical modelling technique based

on the hypothesis that the mechanistic model is capable of simulating the

hydrological processes and water movement occurring inside boundaries of the

studied watersheds, while the empirical model is capable of simulating the total

external hydraulic contributions. The mechanistic model used in this research is

the SWAT model while the empirical counterpart is an ANN model.

The Ąrst step of the proposed methodological frameworks consisted in Ąnding

the most relevant information to be exchanged between the two models, including

the exogenous weather data. It is found that, among all the studied weather

information, temperature and precipitation play a major role in explaining the

variability of the input data. However, the consideration of the information such as

solar radiation and the simulated external hydraulics contributions from bordering

watersheds can aggregate knowledge for the estimation of the total external

hydraulic loads to the studied watersheds. Moreover, it is found that the the total

external hydraulic loads to the Dese-Zero watershed is essentially a non-linear

process, consequently being better reproduced by the non-liner ANN model.

Additionally, the coupling of mechanistic and empirical models has proven to

be fruitful, as the coupled SWAT-ANN model is not only capable of satisfactory

reproducing the water and nutrient balances of the studied watersheds, but

also to increase the hydrological modelling capability of the SWAT model when

performing under an intricate and complex environment such as the VLW.

The results obtained from the application of the proposed methodology also

conĄrm the Ąndings of previous studies in the same area, indicating that under

ordinary Ćow conditions and in dry periods, the water and nutrient balances of

the VLW are in general highly affected by the water Ćowing into the watershed

from bordering water basins, particularly during the spring and summer seasons

and in the northern section of the VLW.

Finally, as some recommendations for further developments in this Ąeld of

research, it is proposed the consideration of other hydro-meteorological variables,

such as snow coverage area, snow depth, and potential snow melt Ćux in the
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pre-alpine region, processes that are capable of affecting the recharge processes of

the aquifer system, and, consequently, the water table depth of the aquifer system

in the vicinities of the VLW. Moreover, the use of more robust modelling tools,

such as the coupled SWAT-MODFLOW model could also lead to better simulation

results, specially in what concerns the simulation of groundwater dynamics and

the IGF process. Lastly, the consideration of a more robust method to perform

the dimensionality reduction of the input data range and to identify the most

relevant input variables to be exchanged from the mechanistic component to

the empirical models is welcomed, such as the use of Independent Component

Analysis Ű ICA [7, 25, 33].
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Chapter 4

On Impacts & Climate Change

The VLW Case Study

Abstract

Climate change is no longer a question of "if" but of "how". In a world where

climatic changes are certain to occur but how and when these changes might

occur is still uncertain, the consideration of possible future climate trajectories

is fundamental for building a holistic perspective of possible future adaptation

strategies. A key concern to follow in the next decades is whether the agricultural

sector will be able to continue providing food to meet human demands as the

competition for speciĄc resources increases, such as freshwater resources for

irrigation. This chapter builds-upon the utilisation of the coupled SWAT-ANN as

a tool capable of translating both climate change effects (e.g. CO2 fertilization

effect) and speciĄc artiĄcial hydraulic management actions (e.g. water utilised for

irrigation) under future hydro-meteorological conditions, while evaluating different

irrigation efficiency scenarios as alternative adaptation strategies to cope with

the possible negative impacts of climate change in the agricultural sector of the

VLW. Results suggest an increased dependency on irrigation water coming from

external sources to the VLW, while investments in improved irrigation systems

can offset some of this demand.
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4.1 Introduction

Currently, human demand of RFWRs represents only 10% of its total availability

at a global scale [33]. However, as the availability of this resource is variable both

in space and time, demand is not always met and pressures worldwide tend to

increase as population and economy grow [19, 43]. In fact, it is estimated that

by 2050 EarthŠs population will increase by two to three billion people, adding

pressure to a higher demand for and, consequently, production of food. A higher

demand for food results in a higher demand for RFWRs. Moreover, demand for

RFWRs may also increase due to a development of socio-economic conditions

worldwide [23], ultimately resulting in a higher competition for this resource

[41]. Consequently, the relationship between current and future effects of climate

change and irrigation practices is of crucial interest to farmers as irrigation plays a

fundamental role in the sustainability of crop production and RFWRs availability

and consumption [3].

The agricultural sector is by far the largest consumer of RFWRs worldwide.

As a matter of fact, approximately 70% of the worldŠs RFWRs withdrawn from

superĄcial water bodies and groundwater sources is consumed directly by the

agricultural sector by means of irrigation [24]. Indeed, irrigation plays a central

role in increasing agricultural yields, enhancing the quality of crops, and providing

means for the management of water resources against undesired climate conditions,

such as droughts [17, 9, 25]. Additionally, farmers that make use of irrigation as

a management tool have better means of pursuing the plantation of economically

attractive high-yield seed varieties and to better supply cropŠs demand, thus giving

room for boosts in yields [24].

Ideally, irrigation should be applied only when plants do not meet their water

requirements, aiming at closing the gap between a cropŠs optimal water needs

and the natural availability of water resources [31]. Irrigation scheduling is then

required, as there is the need to match the often varying crop requirements

during the growing season, hence minimising water losses due to evaporation,

runoff, and/or percolation [28]. By better managing RFWRs, farmers often can

use sparing resources to increase food production by expanding irrigated land
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or by converting to higher-value, higher-proĄt crop variants [35, 29]. However,

several factors affect the efficiency1 of irrigation operations, ranging from climatic

conditions to the methods employed for irrigation.

Indeed, irrigation is just one of the several examples of how agriculture has

adapted to adverse climatic conditions. While rain-fed crops have access only to

the water available in the soilŠs root zone, irrigated crops have access to a much

more diverse source of water, such as groundwater and rivers. This advantage

may prove useful in a context of climate change. As the main source of water

for rain-fed crops is precipitation, changes in the patterns of precipitation due to

climate change can potentially affect the yields of rain-fed crops more intensively

than the yields of irrigated crops [22, 29]. Even if irrigated crops are more resilient

to changing precipitation patterns than rain-fed crops, climate change effects can

severely impact irrigation systems worldwide by reducing water availability and

increasing plantŠs water needs, thereby potentially reducing crop yields [16, 36, 18].

Hence, it is not a surprise that the IPCC identiĄes low access to irrigation water

as a key risk of loss of rural livelihoods and income [21], as insufficient access to

irrigation water can result in reduced agricultural productivity.

The impacts of climate change on agricultural irrigation depends mainly on

two main factors, namely: i. The intensity and frequency of adverse effects

coming from changing climatic conditions, and; ii. The adaptive capacity of

the agricultural sector [29]. While climate change effects depend on how the

climate system responds to perturbations, the agricultural sectorŠs adaptive

capacity depends on adaptation strategies, such as the improvement of irrigation

conveyance systems to reduce the amount of water losses in irrigation systems.

Adaptation strategies, hence, have the potential of offsetting some of the negative

impacts of climate change in irrigated agriculture while, at the same time, providing

additional WRM beneĄts [12].

While irrigation demand can be relaxed by adopting adequate adaptation

strategies, the availability of water for irrigation depends strongly on climate

conditions and water demand from other sectors. In fact, rising water demand

1Water use efficiency is an indicator used to express the level of performance of irrigation
systems from the source to the crop: it is the ratio between estimated plant requirements and
the actual water withdrawal from source [24].
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from competing sectors can potentially be more signiĄcant than direct climate

change effects in deĄning the amount of water available to irrigation in the short

term [43]. In Europe, is is estimated that climate change and socio-economic

factors will increase irrigation needs [21]. Hence, European regions that are

vulnerable to water scarcity will have to adapt to new conĄgurations of water

availability versus demand [18]. One way of reducing water demand for irrigation

is through implementation of water efficient technologies [27].

This chapter, then, explores how climate change may impact the agricultural

sector of the VLW in terms of availability of water for irrigation. Two possible

future irrigation efficiency scenarios are considered: i. The Ąrst considers a

baseline scenario, where irrigation efficiencies are kept constant throughout the

simulation period and at a pre-deĄned reference value, and; ii. The second explores

an evolutionary scenario, where irrigation efficiencies are considered to improve

consistently through time until the end of the simulation period. Aiming at better

capturing the possible changes in future climate, data from six different GCMs is

considered. The work developed in this chapter relies on the use of the coupled

SWAT-ANN model as a tool capable of capturing and translating the dynamic

nature of human-decision actions in the management of the availability of water

resources for irrigation systems, as described in Chapter 1, Sub-Section 1.2.1,

and Chapter 3, Sub-Section 3.2.5. Moreover, the utilised model also incorporates

the dynamic CO2 fertilization effect and the reviewed irrigation procedure code

modiĄcations, both described in Chapter 1, Sub-Section 1.2.2.

4.2 Methodology

4.2.1 Irrigation and the SWAT Model

The SWAT model allows the conĄguration of a speciĄc irrigation schedule and

operation for each HRU in a watershed [32]. The model allows irrigation water to

come from Ąve distinct sources, namely: reach, reservoir, shallow aquifer, deep

aquifer, and unlimited outside source. A deeper description of how the SWAT

model considers irrigation operations and the proposed code modiĄcations2
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regarding this topic can be found in Chapter 1, Sub-Section 1.2.2. A full

description of the model parametrisation regarding irrigation operations can be

found in Neitsch et al. [32] and Arnold et al. [1].

Crop type is a major factor affecting irrigation water needs. Each crops has

unique water requirements, which, in turn, varies depending on meteorological and

growing stage conditions. In general, the crops that require more water are crops

with long total growing season and high daily water needs. During early growing

stages, the general water requirement of annual crops is usually about 50%

lower than water needs at mid-season growing stages. Consequently, irrigation

scheduling helps eliminate or reduce instances where too little or too much water

is applied to crops [31]. The spatial distribution of the crops considered in the

study area covered by this chapter is shown in Figure C4.1, while Table C4.1

brings some quantiĄed information regarding the land-use in the VLW.

Table C4.1: Land-use classiĄcation in the VLW Ű Coverage areas.

SWAT LU Class LU Description Area [km2] Percentage [%]

CORN1 Maize 812.03 38.00%
URLD Urban Low Density 322.24 15.08%
SGBT1 Sugarbeet 181.80 8.51%
SOYB1 Soybean 158.70 7.43%
URHD Urban High Density 153.23 7.17%
AGRL Generic Agricultural Land 147.39 6.90%
WWHT Wheat 130.61 6.11%
GRAP Vineyard 128.66 6.02%
FRSD Forest 35.33 1.65%
PAST Pasture 27.34 1.28%
WATR Water 25.09 1.17%
RNGE Range-Grasses 13.14 0.61%
WETL Wetland 1.22 0.06%

Total 2,136.78 100.00%

1 Irrigated crops considered in this study.
Data source: Veneto [42]

Acknowledging the fact that crops have unique water requirements, the work

presented in this chapter relies on the idea that farmers know when to apply

irrigation water to crops according to their perception of water needs by the crops.

This process is simulated by the SWAT model as an auto-irrigation procedure,

where irrigation water is applied to the Ąeld only when the crop reach a certain

2The work presented in this chapter relies on the use of the modified irrigation version of
the SWAT model (see Chapter 1, Sub-Section 1.2.2 for reference).
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Data source: Veneto [42]

Figure C4.1: Land-use classiĄcation in the VLW Ű SWAT Classes.
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water stress threshold value [1]. The amount of water that is taken from the

source, in turn, depends on the amount of water available in the source and on

the amount of water that farmers are allowed/able/willing to take. Not all water

removed from the source reaches the Ąeld, as some losses may occur during the

transportation of water from the source to the Ąeld. Similarly, different irrigation

methods can be more or less efficient in applying irrigation water to the Ąeld.

Generally, there exists three main irrigation methods, namely [7, 31]:

1. Surface (or gravity) irrigation;

2. Sprinkler irrigation, and;

3. Drip irrigation.

Surface irrigation is an irrigation method characterised by the application of

water by gravity Ćow to the surface of a Ąeld. This type of irrigation method can

be sub-divided into two basic groups: i. Basin irrigation, and; ii. Furrow irrigation.

Basin irrigation consists in applying water to the whole Ąeld and Ćooding it with

water. Furrow irrigation, on the other hand, consists in utilising small channels or

strips of land to transport water from a source the Ąeld. Surface irrigation is the

cheapest irrigation method, but is generally highly inefficient [31].

The sprinkler irrigation method is more efficient than the surface irrigation

method, consisting in spraying water onto crops through rotating sprinkler heads.

The concept behind a sprinkler irrigation system is to emulate the effects of a

light precipitation event. Although more efficient, these systems are also more

costly, both in terms of installation and in maintenance due to the need of a

pressurised water-pipe system [7].

Finally, drip irrigation systems are similar to sprinkler systems in the sense

that they also utilise pressurised water-pipes to transport water from the source

to the Ąeld. The difference, however, relies on the way irrigation water is applied

to the Ąeld. In these systems, water drippers running close to the soil surface

or underneath ground are utilised, offering the advantage of eliminating possible

water losses due to evaporation, rendering this method highly efficient [31].

The SWAT models allows the quantiĄcation of irrigation efficiency by in-

troducing two parameters: IRR_EFF and IRR_ASQ. IRR_EFF is the irrigation
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efficiency of the irrigation method at a particular HRU. IRR_ASQ, instead, is a

parameter indicating the amount of total irrigation water that is converted to

surface runoff [1]. It makes necessary, then, the estimation of both parameters

in order to accurately simulate irrigations practices in the study area. Brouwer

et al. [6] suggest a simple formulation for estimating the irrigation efficiency of

an irrigation operation, as follows3:

irreff =
Ec · Ea

100
(C4.1)

where Ec is the conveyance efficiency4 [%]; Ea is the Ąeld application effi-

ciency5 [%], and; irreff is the irrigation efficiency of the whole irrigation system

[%].

While Ąeld application efficiency depends mainly on the irrigation method,

conveyance efficiency depends mainly on how water is transported from the source

to the Ąeld and on soil properties and characteristics. Table C4.2 shows some

indicative values of conveyance efficiency with respect to the dominant texture of

the soil and on the canal length responsible for the transportation of water from

the source to the Ąeld. Figure C4.2, instead, depicts the spatial distribution of

the dominant soil textures found in the VLW.

Table C4.2: Conveyance irrigation efficiency Ű Indicative values.

Soil Texture

Canal Length Sand1,2 Loam1,2 Clay1,2

Long (> 2,000m) 60% 70% 80%
Medium (200-2,000m) 70% 75% 85%
Short (< 2000m) 80% 85% 90%

1 Values for earthen canals only.
2 Values for adequately maintained canals only.

Data source: Brouwer et al. [6]

As discussed, some irrigation methods are more efficient than others in terms

of how much water actually is available to crops if compared to the total amount

3Text here exaplaining the limitattions of the equation.
4Conveyance efficiency represents the efficiency of transportation of water from the source

to the field.
5Field application efficiency represents the efficiency of water applications by a specific

irrigation method in the field.
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Data source: Veneto [42], ARPAV [2], Eckelmann et al. [15]

Figure C4.2: Predominant soil texture classiĄcation in the VLW.
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of water that is taken from the source. Table C4.3 presents an estimate of the

average irrigation efficiency of the most common irrigation methods in Italy and

an indicative value of the Ąeld application efficiency as given by Brouwer et al.

[6].

Table C4.3: Irrigation and Ąeld application efficiencies.

Irrigation Efficiency Field Application Efficiency
Irrigation Method Italy1 Indicative Value2

Surface 30% 60%
Sprinkler 58% 75%
Drip 70% 90%

1 Approximate values. Data source: Ignaciuk and Mason-DŠCroz [29].
2 Data source: Brouwer et al. [6].

4.2.2 Irrigation in the VLW

The VLW is a watershed shaped in great part due to the crucial role that irrigation

played and still plays in promoting the economic development in the region [4].

Due to intensive land-use for agricultural practices, the VLW is characterised by a

very complex network of irrigation channels [11], many of which are managed by

speciĄc hydraulic devices. Many of the most important VLWŠs hydraulic devices

are operated, among other factors, to sustain an optimal water availability for

irrigation [34].

Currently, the general water infrastructure in the VLW is composed mainly

of open canals and the majority of installed irrigation systems utilises a sprinkler

system as irrigation method [46, 3]. The main exception is the region located

to the north-west of the VLW, in the region comprised between the Piave and

Brenta river systems. In this area a signiĄcant fraction of crops is irrigated by

gravity due to the fact that the terrain in this region is adequate for this kind

of irrigation method. Some areas of the same region, though, utilise either a

sprinkler or drip irrigation method that differs from the rest of the VLW due to

the fact that the water source comes from either groundwater or from outside

the VLWŠs area. This last irrigation system is relatively new in the VLW, and

imports water from mainly the Brenta river system6 to supply water for irrigation
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systems in the VLW [5].

Figure C4.3 depicts the spatial distribution of the dominant irrigation methods

in the VLW as well as information regarding the source of the irrigation water.

Taken into consideration all the information described so far, it is possible

to estimate an initial irrigation efficiency for each HRU in the VLW. Table C4.4

summarises this processing by presenting the average irrigation efficiency of

irrigated crops by irrigation method.

Table C4.4: Estimated irrigation efficiency in the VLW.

Irrigation Method

Crop Gravity Sprinkler Sprinkler/Drip

Maize 37.6% 53.0% 69.3%
Sugarbeet 39.0% 52.1% 70.1%
Soybean 39.0% 53.2% 69.9%

Building from the methodological framework presented in the previous chapters

and recognising the fact that the consideration of the dynamics between human

and water systems is required when performing the long-term analysis of water

cycle dynamics [38, 37], the work presented in this chapter relies on the utilisation

of the coupled SWAT-ANN model for the simulation of the complex hydraulic

management in the VLW as a dynamic process capable of affecting the water

balance of the VLW. The utilisation of this methodological framework allows for

the consideration of variations in both climatic and crop management conditions

as factors capable of affecting the way river basin managers sustain an optimal

superĄcial water Ćow and water availability for irrigation purposes.

In order to capture the adaptation potential of farmers to climate change with

regards to the use o water for irrigation, this chapter explores two distinct irrigation

efficiency scenarios. The Ąrst, named baseline scenario, assumes that irrigation

efficiencies are to remain constant in each HRU throughout the simulation period.

The second scenario, named adaptive, considers that irrigation efficiencies improves

over time. SpeciĄcally, the irrigation efficiencies are updated at the beginning of

each simulation year until reaching a maximum value at the last simulated year.

6A detailed description of the external hydraulic influences to the VLW can be found in
Chapter 1, Section 1.3. A case study exploring a framework to model these external influences
is presented in Chapter 3.
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The maximum allowed value for a single irrigation system is assumed to be the

indicative Ąeld application efficiency as shown in Table C4.3. Irrigation methods

are allowed to be upgraded in case the maximum theoretical irrigation efficiency

is restricting further development. The initial values of both scenarios are the

same and are summarised in Table C4.47.

In summary, both scenarios assume the total irrigated area to remain constant

throughout the simulation period, while the adaptive scenario considers an ever-

increasing irrigation efficiency as the simulation progresses. Figure C4.4 depicts

how the irrigation efficiency is considered to evolve in the adaptive irrigation

scenario.
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Figure C4.4: Irrigation Efficiency - Adaptive Scenario.

7The values shown in Table C4.4 are just a summary of the overall irrigation efficiencies in
the VLW. The work presented in this chapter considers an unique irrigation efficiency for each
HRU as a result of the combination between irrigation methods, soil properties, and conveyance
efficiencies.
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4.2.3 Climate Change

The consideration of multi-model ensemble in climate change offers the possibility

of better understanding future plausible climate pathways [40, 26, 20]. The work

presented in this chapter, then, relies on the use of different climate projections

as forced by six different GCMs as a way of better capturing the diversity of

predictions coming from different models [14]. Table C4.5 presents a summary of

the considered simulated future climate data.

The selected RCP scenario is the 4.5 [10, 39, 44] and covers the period

from 2006 to 2050. This climatic pathway is selected as it represents a close-to-

average concentration trajectory of GHGs in the atmosphere among the available

RCPs scenarios8. The selected meteorological variables are show in Table C4.6.

Figure C4.5 depicts the evolution of the average near-surface air temperature and

precipitation during the simulation period for the VLW.

In summary, two different irrigation management scenarios were simulated

under nine different future climatic conditions, resulting in a total of 18 simulations

for each sub-basin of the VLW and covering the period from 2010 to 2050.

4.3 Results and Discussions

This sections presents the summary of the most relevant results9 obtained after

the application of the methodological framework as discussed in Section 4.2. The

evolution of the total amount of water withdraw from the source to irrigation

purposes per year is depicted in Figure C4.6. Figure C4.7, instead, depicts the

total amount of irrigation water that is made available for crops after counting the

efficiency of the irrigation system. All this information is presented individually

for each crop and irrigation scenario, while each plot presents the results of all

considered future climate pathways coming from the combinations of GCM/RCM

8Due to data availability restrictions, as the EURO-CORDEX project does not include
regionalisations of the RCP 6.0 scenario [30], only the RCP 4.5 was considered in the work
presented in this chapter.
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Table C4.5: List of considered GCMs and related data.
Project RCM GCM Experiment Spatial Resolution Frequency

COSMO-CLM1 COSMO-CLM CMCC-CM rcp45 0.0715° daily
EURO-CORDEX EUR-112 SMHI-RCA4 v1 CNRM-CERFACS-CNRM-CM5 rcp45 0.11° daily
EURO-CORDEX EUR-112 SMHI-RCA4 v1 ICHEC-EC-EARTH rcp45 0.11° daily
EURO-CORDEX EUR-112 SMHI-RCA4 v1 IPSL-IPSL-CM5A-MR rcp45 0.11° daily
EURO-CORDEX EUR-112 SMHI-RCA4 v1 MOHC-HadGEM2-ES rcp45 0.11° daily
EURO-CORDEX EUR-112 SMHI-RCA4 v1 MPI-M-MPI-ESM-LR rcp45 0.11° daily
EURO-CORDEX EUR-112 CCLM4-8-17 v1 CNRM-CERFACS-CNRM-CM5 rcp45 0.11° daily
EURO-CORDEX EUR-112 CCLM4-8-17 v1 MOHC-HadGEM2-ES rcp45 0.11° daily
EURO-CORDEX EUR-112 CCLM4-8-17 v1 MPI-M-MPI-ESM-LR rcp45 0.11° daily

1 Data source: Bucchignani et al. [8], Zollo et al. [45]
2 Data source: Jacob et al. [30]

Table C4.6: Weather variables information and ID codes.
Variable Code Description Unit

huss Near-Surface SpeciĄc Humidity −

pr Precipitation kg · m−2
· s−1

rsds Surface Downwelling Shortwave Radiation W · m−2

sfcWind Near-Surface Wind Speed m · s−1

tasmax Maximum Near-Surfcace Air Temperature K
tasmin Minimum Near-Surfcace Air Temperature K
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as displayed in Table C4.5.

From the results shown in Figures C4.6 and C4.7, it is possible to verify

that the increase in the overall efficiency of irrigation systems in the VLW can

signiĄcantly affect the amount of water that is withdraw from source. This results

is consistent for all considered future climate pathways. Indeed, the difference

between the two assessed irrigation efficiency scenarios can be signiĄcantly large

during the last decade of simulation, as the irrigation efficiency between the two

scenarios tends to get larger. In numbers, a consistent investment in irrigation

systems in the VLW can reduce yearly water withdrawals for just the Dese-Zero

sub-basin and for the area covered by maize by up to 10 millions m3 yearly. This

value represents a saving of approximately 30% of the total water withdrawals for

irrigation for the same sub-basin and crop.

A consistent improvement of irrigation systems in the VLW can not only

reduce the total amount of water that is withdrawn from the source, but also

increase the total amount of water that can be made available to crops. This

is graphically shown by Figures C4.6 and C4.7. While a noticeable reduction of

total water withdrawals can be seen in Figure C4.6 when comparing the baseline

against the adaptive irrigation scenario, an increase in the total amount of water

that is not lost due to inefficiencies of the irrigation systems can be veriĄed in

Figure C4.7.

More interestingly, however, is the fact that both irrigation scenarios point

in the direction that, as the climate changes in the VLW region, an increased

number of years with extraordinary water requirements is veriĄed. In general, the

improvement of irrigation systems can ease the agricultural demand for RFWRs,

possibly offsetting this demand to other sectors, such as human consumption.

In particular, the installation of efficient pressurised irrigation systems, such as

drip and sprinklers irrigation methods, can potentially decrease climate-extreme-

related risks by providing a reliable source of water for crops. In any case, the

use of efficient irrigation technologies contributes not only to an improvement of

physical water productivity, but also to a potential increase in crops productivity.

Figure C4.8 shows the evolution of both water and temperature stresses for the

9As this chapter is a work in progress, the results shown and discussed upon in this section
cover only the Dese-Zero sub-basin of the VLW.
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Baseline Scenario Adaptive Scenario
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Figure C4.6: Total irrigation water withdrawals per crop type. From left to right:
1st Column: Baseline irrigation scenario; 2nd Column: Adaptive irrigation scenario.
From top to bottom: 1st Row: Maize; 2nd Row: Soybean; 3rd Row: Sugarbeet.
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Figure C4.7: Total irrigation water available to crops. From left to right: 1st

Column: Baseline irrigation scenario; 2nd Column: Adaptive irrigation scenario.
From top to bottom: 1st Row: Maize; 2nd Row: Soybean; 3rd Row: Sugarbeet.
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two considered irrigation efficiencies scenarios.

In theory, the improvement of irrigation systems can contribute to a reduction

in plant waters stress by increasing the availability of water to crops per irrigation

operation. In practice, however, this increase in productivity is only veriĄed

under water shortage circumstances. The SWAT accounts for this behaviour by

restraining plantŠs growth with respect to the most signiĄcant stress factor on a

single day. Hence, some interesting results can be drawn from the data shown in

Figure C4.8, as follows:

1. Temperature stress is generally more important as a restraining stress factor

for cropsŠ growth than water stress throughout the simulation period;

2. Temperature stress increases signiĄcantly during the last decade of the

considered simulation period;

3. Water stress can be slightly reduced by investing in more efficient irrigation

systems, and;

4. Water stress remains somehow constant throughout the simulation period.

As expected, the temperature stress is equal for both irrigation scenarios

due to the fact that temperature stress is calculated by the SWAT model by

considering only near-surface air temperature and plant characteristics that bear

no direct relation with water requirements. The effects of limiting growing factors

such as water and temperature stresses directly affects the growing of crops, and,

consequently, their yield. Figure C4.9.

By analysing the results shown in Figure C4.9, it is possible to verify that the

yield of the considered crops does not vary signiĄcantly between the two different

irrigation scenarios. Instead, the yield varies quite signiĄcantly under different

climatic pathways, as veriĄed by the extent of the boxplots in Figure C4.9. Both

these results are consistent with the results shown in Figure C4.8, as temperature is

the main factor limiting cropsŠ growth. In any case, the increase in the efficiency

of irrigation systems slightly increases the volume of agricultural production.

However, signiĄcant changes are only veriĄed in circumstances of water shortage.

In essence, irrigation is a technology that can increase yields, but is primarily
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Figure C4.9: Yield [kg/ha] of selected crops during the simulation period. From
left to right: 1st Column: Baseline irrigation scenario; 2nd Column: Adaptive
irrigation scenario. From top to bottom: 1st Row: Maize; 2nd Row: Soybean; 3rd

Row: Sugarbeet.
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Dese-Zero sub-basin. Moreover, as climate change effects become clearer on the

climate system, resulting in an increased variability of climate data, an increased

variability on the amount of total external hydraulic loadings to the Dese-Zero is

also veriĄed, as depicted in Figure C4.10.

However, not only climate plays a role in explaining the increased dependency

of the Dese-Zero watershed on external water sources, as the reduction of both

baseĆow and percolation processes are also expected to affect the artiĄcial

hydraulic management of that watershed. Figure C4.11 depicts the evolution

of both total percolation water passing through the bottom of the soil proĄle,

and total baseĆow for the simulation period, both under the adaptive irrigation

scenario.

As the irrigation efficiency increases and less water is applied to the Ąeld due

to an overall reduction of water losses, a series of consequent hydrologic events

can be expected. First, less water will percolate past the bottom of the soil

proĄle, meaning that less water will recharge the shallow aquifer systems of the

Dese-Zero watershed. As a direct consequence, less water will Ćow back from the

aquifers to the superĄcial stream network (i.e. baseĆow), ultimately leading to an

increased demand of water sources that are external to the Dese-Zero watershedŠs

are, resulting in an intensiĄcation in the amount of water imported from bordering

watersheds.

Finally, it is also possible to assess the effects of the dynamic CO2 atmospheric

concentration on cropŠs growth and water budget in the study area (see Chapter 1,

Sub-Section 1.2.2.1 for reference). Figure C4.12 summarises these results.

By analysing the results shown in Figure C4.12 it is possible to verify that,

based on the equations built in the SWAT model and discussed in Chapter 1, the

effects of dynamic concentration of CO2 in the atmosphere is not only important

to determine the Ąnal maximum yield of crops, but also their rate of evaporation.

If this is the case, a higher concentration of CO2 in the atmosphere can offset

some of the total amount of irrigation water required by crops. In practice,

however, the total amount of water required by crops depends not only on the

concentration of CO2 in the atmosphere, but also on other factors such as air

temperature and water vapour deĄcit. In any case, the consideration of a dynamic

behaviour of CO2 concentration in the atmosphere is relevant when performing
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long-term hydrological simulations. In fact, the total mean difference between

the two scenarios shown in Figure C4.12 for the evapotranspiration variable by

2050 is of 26 mmH2O for the whole Dese-Zero sub-basin, a value that represents,

approximately, 6.5 million m3 of water. This value, for instance, if fully directed

to irrigation applications, could possibly sustain the irrigation water requirements

of all the area covered by maize in the same sub-basin during the whole growing

season.

4.4 Conclusions

This study has explored how climate change impacts might affect the irrigation

process in the VLWŠs area in the long-term by proposing the evaluation of an

evolutionary irrigation efficiency scenario as an alternative adaptation strategy

for which farmers can adopt in order to increase crops resilience against adverse

climatic impacts. The results obtained by the work developed in this chapter

indicate that improved irrigation systems can reduce the overall water withdrawals

from source while, at the same time, increase the amount of water that is made

available to crops, thus increasing the general efficiency of irrigation systems.

Moreover, the improvement of efficiency in irrigation systems can increase the

availability of RFWRs by reducing the demand from the agricultural sector,

thus offsetting the demand for this resource to other sectors, such as human

consumption.

Investments in more efficient irrigation systems can not only reduce the total

amount of water that is used during irrigation operations, but also increase the

resilience of irrigated crops to adverse climatic conditions. The climatic pathways

evaluated in this chapter point to the direction of an increasing pressure on

crops due to an increase of near-surface temperatures and a decrease in the total

amount of precipitation falling over the VLWŠs as a result from changing climate

patterns. Indeed, under these circumstances, the results obtained in this study

indicate that cropsŠ temperature stress is expected to be the dominant physical

factor limiting the grow of crops during the next decades, while water stress

can affect the growth of irrigated crops only during droughts or periods of low
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availability of water for irrigation.

Due to the complex hydraulic management system currently implemented

in the VLW that is responsible for supporting a close-to-optimal water supply

to irrigation systems, the yield of crops is expected to be slightly affected by

the increase of irrigation efficiencies in the watershed. Instead, direct climatic

factors, such as changing patterns of precipitation and temperature, are expected

to play a much larger role in determining the productivity of crops in the VLW.

Still, the results suggest a consistent increased dependency on the amount of

irrigation water coming from sources outside of the VLW during the next decades,

a result that can be partially attributed to the effects of climate change on the

regional hydrologic cycle of the Dese-Zero watershed, ultimately diminishing the

rate of hydrologic processes such as baseĆow and percolation. The explored

alternative adaptation strategy of increasing investments for the improvement of

irrigation systems can offset some of the increased demand of water imported

from bordering watersheds.

As a guideline for improving further research in the topic, some recommen-

dations can be made. First, in some cases, improvements in irrigation systems

can result in the expansion of irrigated areas. Moreover, with a general higher

availability of water for irrigation due to an increased efficiency of irrigation sys-

tems, farmers may opt to switch to higher-value, higher-proĄt crop variants that

previously were not a viable option. Similarly, when farmers need to reduce the

irrigated area, it is common the adoption of different crop variants that require

less water than traditional crops. These considerations results in a dynamic

land-use, that was not incorporated in the work presented in this chapter. A

way of determining the best options available to farmers or group of farmers

(i.e. agents) could be the coupling of a hydrologic model (e.g. SWAT) with

a micro-economics model capable of revealing the preferences of agents with

regards to economic, climatic, and water availability constraints, the latter coming

from the hydrologic model.
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Chapter 5

On Risks & Climate Change

The IRW Case Study

Abstract

River Ćoods are one of the most common yet devastating natural hazards. The

total damage of a Ćood event depends on its core elements: hazard, vulnerability,

and exposure. The quantiĄcation of each riskŠs core element is an essential

step for disaster risk management. Currently, the consideration of dynamic

human adaptation actions and their linkages with physical processes is a challenge

in quantifying Ćood hazards when performing long-term analysis of hydrologic

systems. Building upon the SREX and the KULTURisk framework, this chapter

proposes a methodological framework tailored to account for the effects of both

natural and non-natural factors on the water balance of watersheds by proposing

the use of the coupled SWAT-ANN model to simulate the hydrological processes

of a watershed and to compute the dynamic behaviour of managing Ćood control

reservoirs as a function of these processes. The IRW, a watershed historically

prone to river Ćood events, is chosen as a case study. Results suggest that the

incorporation of an ANN module in the SWAT model to account for the dynamic

management of reservoirs is a useful instrument for linking hydrologic process and

Ćood risk reduction under a context of climate change and long-term analysis.
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5.1 Introduction

River Ćoods are one of the most common yet most devastating natural hazards

worldwide [35, 29], resulting in billions of dollars being spent globally each year

[6]. In Europe, river Ćoods are among the most important weather-related loss

events and have the potential to cause severe economic damage. According to

the European Environment Agency Ű EEA, from the years 2000 to 2009, Europe

as a whole has spent more than 55 billion euros to cope with impacts of Ćoods

[13]. Similarly, in the other side of the Atlantic ocean, a report prepared by the

NOAA indicated that during the year of 2013, the United Stated has had 2.15

billion dollars of total costs coming from only direct Ćood-related damages [44].

In Brazil, the economic losses due to Ćoods are estimated to be around 0.75

billion dollars yearly between the years of 2008 and 2012 [11].

Not all damages coming from river Ćoods can be quantiĄed in monetary

terms, however. Flood damages that cannot be measured by monetary terms are

classiĄed as intangible. Examples are the number of human lives lost after a Ćood

episode or the ecosystem services indirectly affected by an inundation event. Still,

the damage caused by a river Ćood episode can be further categorised into direct

and indirect effects [39, 57]. Direct impacts can be understood as the impacts

which have as only cause the Ćood itself, not being mediated by any other factor

such as material damages to property or the environment in Ćooded areas (e.g.

damage to buildings, infrastructure, etc.). Indirect impacts are classiĄed as a

subsequent effects of direct impacts, such as losses of industrial productivity or

transportation disruption. Table C5.1 summarises these classiĄcations of Ćood

damages.

Table C5.1: Flow partition estimates in the VLW.

Damage Measurement

Tangible Intangible

Damage
Type

Direct
E.g. Damage to
infrastructure

E.g. Loss of life

Indirect
E.g. Loss of industrial

productivity
E.g. Increased vulnerability to

water-borne diseases

Adapted from: Messner and Meyer [39], Thieken et al. [57]
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Although Ćood events result from excessive precipitation and hydro-meteorological

extreme events [6], the damage caused by Ćoods depends on the degree to which a

Ćood hazard can affect population and assets [50, 25, 28]. Due the ease of access

to fresh water resources and environmental services provided by rivers, a great

number of cities and settlements around the globe are located close to or inside

Ćood prone areas, increasing their exposure to possible negative effects to Ćood

hazards [12]. However, not only exposure determines the magnitude of damages

resulting from Ćood events, but also the vulnerability to which population and

assets can be adversely affected by a Ćood hazard. This is evident when comparing

similar hazard events that happened in contrasting socio-economic realities (e.g.

[9, 7, 37, 17]). Indeed, the combination of hazard, vulnerability, and exposure

leads to the concept of risk [25]. Not by accident, then, risk management present

itself as a way of managing and reducing the damages caused by river Ćoods.

At this point, the deĄnition of some concepts related to risk management

is fundamental for the characterisation of Ćood related damages. This work

relies on the deĄnition of hazard, exposure, and vulnerability as given by the

IPCC Special Report on Managing the Risks of Extreme Events and Disasters to

Advance Climate Change Adaptation Ű SREX [25], as follows:

• Hazard: The potential occurrence of a natural or human-induced physical

event that may cause loss of life, injury, or other health impacts, as well as

damage and loss to property, infrastructure, livelihoods, service provision,

and environmental resources;

• Vulnerability: The propensity or predisposition to be adversely affected,

and;

• Exposure: The presence of people; livelihoods; environmental services and

resources; infrastructure; or economic, social, or cultural assets in places

that could be adversely affected.

From the deĄnitions above, hazard can be understood as the physical compo-

nent of risk, while vulnerability is closely related to socio-economics characteristics

of assets1. Exposure, instead, provides the linkage between the two components.

If one of these components is missing, there is no risk. Hence, risk is the result of



194 CHAPTER 5. ON RISKS & CLIMATE CHANGE

a complex, often non-linear, combination of its components. Similarly to IWMPs,

Ćood risk management, then, should be the result of an integrated approach,

based on multidisciplinary research and including contributions ranging from

physical to socio-economic sciences [22]. In mathematical terms, the concept of

risk can be deĄned as follows:

R = f (H, V, E) (C5.1)

where H is the characterisation of the hazard; V is the characterisation of

the vulnerability; E is the characterisation of the exposure, and; R is the risk2.

Although Ćoods are mainly the result of hydro-meteorological conditions,

human activities can directly and indirectly affect the magnitude and frequency

of Ćood episodes over time. For instance, the conversion of natural vegetated

areas to agricultural lands and/or the expansion of impermeable surface areas

on a watershed can result in decreased rated of inĄltration and intensiĄcation of

surface runoff [6]. Indirectly, human may alter the circulation process of water

in the atmosphere, resulting in changing patters of precipitation and ultimately

affecting the rainfall-runoff process at a watershed-level scale [54].

Indeed, climate change can potentially increase the risk of Ćoods by altering

the distribution, frequency, and/or intensity of precipitation events over land,

ultimately resulting in an intensiĄcation of the hydrologic cycle and affecting the

intensity and/or frequency of Ćood episodes [25, 23]. Economically, the costs of

river Ćood related episodes are estimated to go up to 46 billion euros annually in

whole Europe by 2050, while the number of people affected by Ćoods is estimated

to reach 290 thousand people annually in whole Europe by the same period [18].

In the context of climate change, the concept of risk can be illustrated as shown

in Figure C5.1.

1Although hazard can be seen as the physical component and vulnerability as the socio-
economic component of risk, this does not mean that hazard is isolated from the socio-economic
system or that vulnerability is isolated from the physical system. On the contrary, as extensively
discussed in this dissertation’s Introduction and in Chapter 1, the notion of isolated physical or
socio-economic systems is no longer feasible as they are interconnected and interdependent
among themselves, especially under long-term analysis [3, 53].

2It is important to notice that, from the definition of risk as given by Eq. C5.1, risk is
not simply the result of a multiplication between its components, but instead the result of a
function, often complex and non-linear, among its components.
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Source: IPCC [25]

Figure C5.1: Schematic representation of risk and its components.

Following the deĄnition of risk as shown in Figure C5.1 and as already previously

discussed, there is no risk if there is no hazard. Hence, the characterisation of

the hazard is fundamental for a successful assessment of risk. With regards to

Ćood hazards, Ćood events are usually speciĄed by the probability analysis of

Ćood peaks [52]. However, a Ćood hazard is a composition of several properties

that characterise a speciĄc Ćood event, the most common being the Ćood

extension area, the Ćood depth, and the Ćow velocity [51, 14, 15, 57]. Hence,

Ćood properties should not be estimated only by the correlation with statistical

probabilities of Ćood peaks [52], but instead be considered as individual factors

contributing to the characterisation of the hazard. Under such circumstances,

the coupling of hydrologic and hydraulic models provide an interesting and useful

framework to characterise river Ćood hazards [38].

Rivera et al. [48] proposed the study of hydrologic modelling to determine

Ćood prone areas in the Aguán river basin, in Honduras, by relying on the use

of the SWAT model to estimate discharge values, while using the Hydrological

Engineering Center - River Analysis System Ű HEC-RAS hydraulic model to

estimate Ćood characteristics, such as Ćood extension and Ćood depth. The

authors concluded that the proposed methodology is useful for the identiĄcation
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of Ćood prone area, being capable of indicating areas where an early Ćood

warning system could be more effective. Knebl et al. [30], in turn, proposed a

methodological framework based on the use of both Hydrological Engineering

Center - Hydrologic Modeling System Ű HEC-HMS and HEC-RAS models to

simulate regional-scale Ćood dynamics at the San Antonio River Basin, in Central

Texas, USA. The authors conclude that, although the hydrological model tends

to overestimate the magnitude of runoff, the proposed methodological framework

is capable of producing reasonable good results. Several other studies can be

shown as examples of different modelling techniques successfully applied to Ćood

forecasting and characterisation (e.g. [8, 61, 27]).

In a context of climate change, however, the physical properties that char-

acterise a Ćood event are not static. For instance, some concepts that deĄne

exposure can also affect the hazard component of risk, such as land-use. In fact,

LCLUCs resulting from peopleŠs activities can determine the extent to which

Ćood events might impact human life and welfare [6]. As not only human actions

but also global and regional climatic responses are uncertain under a context

of long-term analysis, it becomes more relevant the identiĄcation of changes in

Ćooding patterns rather than the accurate representation of how and when a single

Ćood event might occur. In other words, under a climate change perspective, the

characterisation of the stochastic nature of Ćood events surpass in importance

the characterisation of single-Ćood events [54]. Hence, a key concept brought by

the schematic representation of risk as depicted in Figure C5.1 is the notion that

not only disaster risk management can help reduce the risk, but also adaptation

actions.

Adaptation is a concept that can be applied to both human and natural

systems, consisting in the notion of adjustment to new climatic conditions in

order to cope with harmful situations [25]. Human adaptation options can be

classiĄed as structural (e.g. Ćood control dam) and non-structural (e.g. Ćood

warning system), being identiĄed according to a variety of factors, such as site-

speciĄc characteristics, socio-economic constraints, and technological progress.

Due to this fact, the modelling of adaptation options and their feedbacks to the

climate system is a limitation of the current generation of GCMs [45]. While the

identiĄcation of novel adaptation options is rather challenging, the understanding
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of how already implemented adaptation actions might be affected or managed

under future climate conditions is evenly complex. In a context of regional

hydrologic modelling, one example is how Ćood control dams might be operated

under different climatic conditions.

The work presented in this chapter, then, acknowledges the above discussed

background and proposes the use of modelling techniques capable of simulating

the regional hydrologic cycle at a watershed-level scale and under long-term

analysis. Based on the methodology subsequently discussed, this chapter proposes

a methodological framework for the characterisation of river Ćood hazards by

relying on the use of a coupled SWAT-ANN model capable of simulating the

hydrological processes of a watershed under a context of climatic changes and

able to characterise the dynamic management of Ćood control reservoirs, while

proposing the use of the hydraulic HEC-RAS model to translate the hydrological

outputs into features that characterise Ćood hazard events. For the character-

isation of river Ćood hazards, the proposed methodological frameworks build

upon the Knowledge-based approach to develop a cULTUre of Risk prevention Ű

KULTURisk Ű KULTURisk framework.

Aiming at the assessment of the validity of the proposed methodological

framework, this chapter explores the Ąrst part of the proposed methodological

framework by introducing the IRW as a case for the veriĄcation of the applicability

of the coupled SWAT-ANN model as a tool capable of simulating the hydrologic

processes and dynamic management of Ćood control reservoirs under long-term

analysis. In terms of objectives, this chapter has two main goals: i. To verify

the applicability of the coupled SWAT-ANN models in reproducing the overall

hydrologic behaviour of the IRW and in capturing the management behaviour of

the controlled Ćood control dams in the IRW as subject to hydro-meteorological

conditions, and; ii. To assess how climate change may affect the rainfall-runoff

process of the IRW, aiming at the stochastic characterisation of changes in the

hazard component of river Ćood risk of this watershed.
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5.2 Methodology

5.2.1 River Floods Modelling

There are several ways to characterise a Ćood event, ranging from remote sensing

techniques (e.g. [66], [47], and [34]) to mathematical modelling techniques (e.g.

[60], [30], and [46]). Similarly, most studies can be divided into global or regional

assessments (e.g. [64]). This sub-section, then, introduces the concepts required

in order to build the foundation of a conceptual Ćood hazard characterisation at a

regional scale and relying on the use of mathematical models. Still, the presented

framework is heavily based and built upon the KULTURisk framework [22, 49].

5.2.1.1 The Case Study Area

The watershed selected as case study for this chapter is the IRW3, as shown in

Figure C1.7. Figure C5.2, instead, shows the location of the three major Ćood

control reservoirs in the study area, as well as the location of the stream gauges

used for calibration purposes.

5.2.1.2 The SWAT Model

The SWAT model is an eco-hydrological watershed-scale model which offers the

capability of assessing different watershed-related management processes and

operations4 [5]. While it is true that the the SWAT model lacks the ability to

simulate detailed, single event Ćood events [42] as it was designed to be a support

tool to assist water resource managers in assessing the impacts of different land

management operations on water supply and related processes [5], it is also

true that the model is capable of simulating and capturing changing patterns of

hydrological and hydrological-related processes in long-term analysis due to its

capability of considering changes in both climate and land-use and management

[62, 26, 65, 21, 31, 36].

3A detailed description of the whole IRW is covered in Chapter 1, Section 1.4.
4A more detailed description of the SWAT model can found in Chapter 1, Section 1.2, along

with all the proposed code modifications.



5.2. METHODOLOGY 199

Data source: ANA [4]

Figure C5.2: The IRW case study.
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Indeed, even if operating on a daily time-step, the SWAT model is efficient

and robust enough to simulate long periods of time [5], which, in turn, is a

fundamental requirement for any kind of long-term quantitative analysis. In

fact, the SWAT model acknowledges the fact that an accurate representation

of the water balance is the driving force behind every hydrologic-related process

occurring in a watershed [42]. Consequently, the accurate representation of the

rainfall-runoff process is a core process of the model.

Perhaps the most relevant capability of the SWAT model is that it is not

only capable of simulating long periods of time, but also of incorporating the

representation of a variety of dynamic processes during its simulation phase. For

instance, the model takes into account a variety of land management options (e.g.

crop rotation, tillage operations, etc.) that, ultimately, are capable of affecting

the water balance of a watershed [42]. Indeed, long-term analysis (especially

if the focus is Ćoods) without the consideration of an evolving natural-human

system is not feasible [53, 10].

Based on what has been discussed so far, and based on the concept that, under

a perspective of long-term analysis, the capture of variations in the rainfall-runoff

process is far more relevant than the accurate representation of single event Ćood

routing, the methodological framework presented in this chapter assumes the

SWAT model to be a tool capable of capturing dynamic changes capable of

affecting hydrologic process in a watershed (e.g. land-use changes) and translate

them to the rainfall-runoff process.

5.2.1.3 The HEC-RAS Model

The HEC-RAS model was developed by the Hydrologic Engineering Center, a

subdivision of the Institute of Water Resources of the US Army Crop of Engineers,

and being a product of the CorpsŠ Civil Works System Wide Water Resources

Research Program [59]. The model has been designed perform one-dimensional

and two-dimensional, steady and unsteady hydraulic calculations for a network

of channels. The model offers four distinct river analysis possibilities, yet the

one of interest for the methodological framework presented in this chapter is the

simulation of steady Ćow systems for the estimation of Ćood characteristics.
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The steady Ćow simulation component of HEC-RAS model is the module

intended to estimate water surfaces with respect to steady gradually varied

Ćow [59]. Two terms coming from this last statement are fundamental for the

characterisation of a Ćood event: i, First, the term steady state means that Ćow

conditions are non-variant over time, so the depth and velocity of a particular Ćood

event are constant at a given channel location and for a speciĄc Ćow condition,

and; ii. Second, the term gradually varied flow means that a continuous variation

of the characteristics of a speciĄc Ćood event are veriĄed from cross-section to

cross-section of a channel [55, 24].

Finally, the computation of the spatial dimension of a Ćood event can be done

by utilising the HEC-geoRAS extension [2], ultimately enabling the mapping and

characterisation of a particular Ćood event.

5.2.2 Climate Change

Much like the work presented and discussed in Chapter 4, the quantiĄcation of

climate change effects is an uncertain science, a concept that is fundamental for

the discussion presented in the current chapter. Thereby, the consideration of

multi-model ensembles in a context of climate change offers the possibility of

assessing plausible future climatic pathways while enabling the accounting of errors

and uncertainties in climate projections [56, 19, 16]. Hence, this chapter relies on

the use of different climate projections downscaled by the NEX-DCP30 project

[58] and forced by four different GCMs, as shown in Table C5.2. Table C5.3,

instead, list the variables considered in this study.

Following the discussion presented both in Chapter 1, Section 1.4, and in the

current sub-subsection, the selection of of the GCMs listed in Table C5.2 was

based on a literature review indicating which family of GCMs (among the list of

available models) is able to capture effects associated with ENSO on the global

hydrologic cycle [43, 32, 33], as this is a factor contributing to the characterisation

of Ćoods in the IRW [41, 20, 40, 63].
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Table C5.2: List of considered GCMs and related data.
Project RCM GCM Experiments Spatial Resolution Frequency

NEX-DCP301 BCSD Ű NEX-DCP30 CCSM4 rcp45 30 arcseconds daily
NEX-DCP301 BCSD Ű NEX-DCP30 CSIRO-Mk3-6-0 rcp45 30 arcseconds daily
NEX-DCP301 BCSD Ű NEX-DCP30 GFDL-ESM2M rcp45 30 arcseconds daily
NEX-DCP301 BCSD Ű NEX-DCP30 MPI-ESM-MR rcp45 30 arcseconds daily

1 Data source: Trasher et al. [58]

Table C5.3: Weather variables information and ID codes.
Variable Code Description Unit

pr Precipitation kg · m−2
· s−1

tasmax Maximum Near-Surfcace Air Temperature K
tasmin Minimum Near-Surfcace Air Temperature K
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deĄnition of risk given by Figure C5.1. Moreover, as deĄned by Ronco et al.

[49], the KULTURisk framework "integrates the outputs of hydrodynamic models

with site-specific biogeophysical and socio-economic indicators to develop tailored

risk indexes and Geographical Information System – GIS-based maps for each of

the selected receptors in the considered region". From this deĄnition, two new

concepts are introduced, which are and can be deĄned as follows:

• Indicator: Measure variable capable of providing speciĄc quantiĄed infor-

mation about a particular receptor (e.g. population density, population

income, land-cover, slope, etc.), and;

• Receptor: A physical entity, with a speciĄed geographical extent, that is

characterised by particular features (e.g. people, buildings, infrastructure,

agriculture, natural and semi-natural systems, sites of cultural relevance,

etc.).

While receptors are closely related to the focus to which a risk assessment is

being performed, biogeophysical indicators can be related also to the character-

isation of the hazard. For instance, vegetation cover area may be an indicator

of a vegetation cover receptor, while also inĆuencing the characterisation of the

hazard by affecting the rainfall-runoff process of a watershed. Being the hazard a

physical process in essence (although affected by human factors, as discussed in

the introductory section), the identiĄcation of physical and environmental charac-

teristics that deĄne a hazardous event is fundamental. As shown in Figure C5.3,

four main inputs characterise a Ćood hazard event, namely: Ćood return period;

pathway; attenuation factors, and; Ćood characteristics.

The Ćood return period can be estimated by means of data-series analysis (for

observed periods) and hydrologic modelling (for future or alternative scenarios).

The deĄnition of a Ćood return period (e.g. 10-years return period) is dependent

on speciĄc requirements of stakeholders, while the consideration of different

Ćood return periods enables the characterisation of diverse hazard maps. In a

context of climate change, the contemplation of future scenarios is necessary, thus

requiring the consideration of future conditions and factors capable of affecting

the rainfall-runoff process of watersheds, such as climatic and land-use changes.
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Pathway is a concept deriving from site-speciĄc characteristics of a watershed.

In essence, it consists of a set of factors that are particular to a watershed and

that directly affect the characterisation of a Ćood hazard. Examples are terrain

characteristics (in a context of hydrologic modelling, represented by the DEM),

soil attributes, land-cover characteristics, and land-use and management practices.

Attenuation factors are features that have been implemented speciĄcally to

diminish the magnitude or decrease the frequency of a hazard. In a context

of Ćood risk, attenuation factors are closely related to structural adaptation

measures, such as the building of Ćood control dams, the rectiĄcation of channels,

and the implementation of Ćood pumping stations.

Finally, Ćood characteristics are a set of properties that deĄnes a particular

Ćood event and that is dependent on all previous features that characterise a

Ćood hazard event, i.e.: Ćood return period, pathway, and attenuation factors.

The Ćood characteristics, hence, summarise the features of a Ćood event, being

the direct input of Ćood hazard maps.

5.2.4 The Methodological Framework

Based on the discussion presented so far, this chapter proposes a methodological

framework to characterise Ćood hazards under long-term analysis through the

use of both SWAT-ANN and HEC-RAS models. The proposed methodological

framework is depicted in Figure C5.4.

From the methodological framework depicted in Figure C5.4, it is possible to

verify that the general Ćow of information shown in this Ągure is very similar to

the framework shown in Figure C5.3. However, apart from the obvious difference

that the methodological framework depicted in Figure C5.4 is developed to

accommodate the inclusion of both SWAT-ANN and HEC-RAS models, some

differences can be highlighted.

The Ąrst difference is the split of the morphology map input into two separate

categories: static and dynamic. The static branch considers Ąxed, non-variable

site-speciĄc features, such as the DEM and soil properties5. The dynamic branch,

on the other hand, embraces site-speciĄc features that are considered to evolve
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Figure C5.4: Flowchart depicting the proposed methodological framework.
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over time, such as LCLUCs and changes in land-use management conditions.

A second difference between the frameworks depicted in Figures C5.4 and C5.3

is the fact that physical structures are not considered as a map input, but rather

as an input metric. The reason for this change relies on the fact that, although

the spatial location of physical structures serving as attenuation factors to Ćoods

is important and should in fact be considered during the Ćood routing phase of

the SWAT model, this information is not passed to the model as a map layer, but

rather as an input metric that characterises the physical structure (e.g. reservoirs).

The last major difference between the two frameworks is the fact that both

the pathway and attenuation factors are not directly linked to the Ąnal result,

i.e. hazard maps. Instead, both processes assumed to directly inĆuence the

characterisation of single Ćood events, which, in turn, deĄne the hazard maps.

It is important to emphasise the fact that the Ąnal product of the proposed

framework depicted in Figure C5.4 is deĄned as hazard maps, in its plural form.

This is so due to the fact that, differently from the the deterministic approach

considered in Chapters 3 and 4, this chapter relies on the concept of stochastic

modelling of hydrologic systems as a way of characterising Ćood hazard events,

much like the work discussed in Chapter 2. Hence, both the SWAT and the

ANN models are assumed to be an ensemble of physically-valid models, thus

recognising the errors and uncertainties related to the simulation of the system

being modelled [38, 1]. Stochasticity, then, is added as a core concept in the

characterisation of river Ćood hazard when performed under a context of climate

change and long-term analysis.

Under a context of climate change, it makes necessary the identiĄcation of

how climate change might affect river Ćoods, in particularly to its effects on the

probability of Ćood hazard in a watershed. One way of achieving such objective

is through Ćood frequency analysis [23]. By utilising statistical techniques, it

is possible to estimate the probability of the occurrence of a particular Ćood

event and to determine speciĄc Ćood return periods. A Probability Distribution

Function Ű PDF that is particularly useful to study the distribution of extreme

5While it is true that both DEM and soil properties can (and in fact do) change over time,
it is also true that the rate of change of these features is much slower than the rate of LCLUCs.
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values is the Gumbel distribution, which can be computed as follows:

FG (x) =
1

σ
· exp

(

−
x − µ

σ

)

· exp
(

−exp
(

−
x − µ

σ

))

(C5.2)

where µ is the location parameter and σ is the scale parameter of the Gumbel

distribution.

Building upon the work developed in the previous chapters, the work presented

in this chapter makes use of the coupled SWAT-ANN model as a tool capable

of simulating the streamĆow of a river, hence solving the Ąrst step required

for the characterisation of Ćood events. The methodological work carried-out

in this chapter, then, is inserted in the methodological framework presented in

Figure C5.4, being highlighted by the red polygon.

5.3 Results and Discussions

As discussed in Section 5.1, the case study covered in this chapter studies the

impacts of climate change on the rainfall-runoff process of the IRW, hence

implementing the Ąrst part of the proposed methodological framework (see

Figure C5.4). This section is sub-divided into three sub-sections, namely: ANN

Model, SWAT-ANN Model, and Climate Change. The Ąrst sub-section brings

the main results pertaining to the calibration of the ANN model in simulating

the artiĄcially-controlled discharge of the three main Ćood control reservoirs

located in the IRW. The second sub-section summarises the main results from

the calibration procedure of the coupled SWAT-ANN. Finally, the third and Ąnal

sub-section presents the main results and a pertinent discussion regarding the

long-term analysis of climate change impacts in the rainfall-runoff process of the

IRW.

5.3.1 ANN Model

As the Ąrst step for the training of the ANN model for the simulation of the

artiĄcially-controlled outĆow of the main reservoirs in the IRW, some information

were selected coming from the physically-based hydrologic model and passed the
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ANN as explanatory variables. The full list of variables that are exchanged between

the two modules is shown in Table C5.4. The direction in which information

is exchanged is from the SWAT model to the ANN model, so variables of type

"Input" are understood as output information from the SWAT model and as input

information to the ANN model. The information is exchanged on-line between the

models, and the calibration of both model is done interactively until convergence.

Still, the outputs of the ANN model are limited downwards by zero, meaning

that no negative outĆow is allowed, and upwards by the maximum daily outĆow

discharge feasible for each particular dam. The Ąnal results of training procedure

of the ANN model are presented in Table C5.5, while Figure C5.5 displays the

scatter plot for the training dataset for all three reservoirs.

The results shown in Table C5.5 and Figure C5.5 indicates that the ANN

model is capable of accurately simulating the controlled outĆow of the three major

reservoir located in the IRW. An interesting observation relies on the fact that

the ANN model generally underestimates the observed reservoirŠs outĆow values,

as indicated by a positive PBIAS. With the exception of the validation dataset

for the North reservoir, this result is consistent throughout all three reservoirs

and datasets. This same behaviour is graphically depicted in Figure C5.5, as

indicated by the linear regression between the simulated and observed outĆow

values. As explored in Chapter 2, this result is expected due to the nature of

ANN models, as this technology uses observed data as a target training value

and adjusts the weight connection values between the neuron to minimise the

errors of the predictions. As a consequence, since most of the observations are

by deĄnition not extreme values, ANN models are usually less capable of learning

the behaviour of the system under extreme conditions due to the lack of training

examples. In any case, the results shown in this sub-sections point in the direction

of ANNs as being valid tools for the estimation of artiĄcially-controlled reservoirŠs

outĆow under different hydro-meteorological conditions in the IRW area.

5.3.2 SWAT-ANN Model

Building upon the expertise acquired by the work developed in both Chapters 3

and 4, the calibration of the SWAT model is performed in parallel with the
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Table C5.4: List of variables exchanged between the SWAT and ANN models.

Variable Unit Definition Type1

ressa ha Surface area of reservoir on day Input
res_vol m3H2O/day Reservoir volume on day Input
resĆwi m3H2O/day Water entering reservoir on day Input
respcp m3H2O/day Precipitation on reservoir for day Input
resev m3H2O/day Evaporation from reservoir on day Input
ressep m3H2O/day Seepage from reservoir on day Input
Ćw m3H2O/day Observed reservoir outĆow on day Target
resĆwo m3H2O/day Water leaving reservoir on day Output

1 Type of data as considered to the ANN model.

Table C5.5: ANN model calibration results.
Reservoir Dataset R2 NSE PBIAS

North
Training 0.784 0.783 0.395
Validation 0.791 0.788 -1.501
Test 0.761 0.759 0.725

West
Training 0.619 0.617 3.632
Validation 0.598 0.594 2.423
Test 0.647 0.645 5.554

South
Training 0.646 0.645 5.291
Validation 0.773 0.765 2.740
Test 0.687 0.675 4.113
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calibration of the ANN model, as both models communicate and exchange

information throughout the hydrological simulations. Similarly to the calibration

process of the coupled SWAT-ANN model as described in Chapter 3, the worked

presented in this chapter makes use of the SWAT-CUP and the SUFI2 algorithm

as a support tool for the calibration procedure of the SWAT model [1]. The

number of iterations for each calibration cycle ranges from 300 to 500, whereas

the Ąrst calibration cycle always runs 500 iterations. The Ąnal results of calibration

procedure of the coupled SWAT-ANN model are presented in Table C5.6.

Table C5.6: SWAT-ANN model calibration results.
Sub-basin Stream Gauge Dataset R2 NSE PBIAS

01 83345000
Calibration 0.746 0.538 -21.538
Validation 0.681 0.428 -27.303

02 83675000
Calibration 0.783 0.723 -08.088
Validation 0.686 0.584 -12.471

04 83660000
Calibration 0.872 0.669 -19.161
Validation 0.749 0.447 -25.810

13 83800002
Calibration 0.750 0.576 -04.043
Validation 0.746 0.488 -04.578

14 83840000
Calibration 0.943 0.799 -07.604
Validation 0.941 0.599 -13.165

15 83870000
Calibration 0.831 0.509 07.698
Validation 0.866 0.518 07.681

17 83029900
Calibration 0.566 0.363 -20.860
Validation 0.544 0.292 -23.967

20 83440000
Calibration 0.652 0.576 -14.848
Validation 0.605 0.514 -15.400

22 83520000
Calibration 0.740 0.648 -13.995
Validation 0.709 0.599 -15.764

29 83900000
Calibration 0.836 0.760 -06.971
Validation 0.834 0.745 -07.698

30 83300200
Calibration 0.778 0.715 -05.836
Validation 0.656 0.569 -06.450

35 83892998
Calibration 0.672 0.525 -08.546
Validation 0.642 0.475 -09.741

36 83892990
Calibration 0.652 0.585 -04.344
Validation 0.561 0.503 -04.993

The results shown in Table C5.6 suggest that, apart from a few sub-basins, the

coupled SWAT-ANN is capable of reproducing the rainfall-runoff process of the

IRW. Some sub-basins, however, fail to achieve a minimum efficiency threshold

value for the validation dataset, such as the sub-basin number 17. Most sub-basins
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(i.e. 8 out of 13), however, show adequate validation values, while 4 out of 13

sub-basins show results that are relatively close to the validation threshold. In

general, when considered as a whole hydrological unit, the calibration of the

coupled SWAT-ANN model can be considered as satisfactory, as the overall NSE

value is 0.533 and the PBIAS value is -5.282, both in approximate values.

Differently from the under-estimation behaviour of the ANN (see Table C5.5

and Figure C5.5), the calibration results of the coupled SWAT-ANN model clearly

indicate a tendency to over-predict the IRW channelŠs streamĆow, as revealed

by the negative PBIAS values summarised in Table C5.6. However, even if the

coupled SWAT-ANN model systematically over predicts the IRWŠs streamĆow, its

overall PBIAS is considered as an acceptable value, reinforcing the notion that

the proposed coupled SWAT-ANN model is a valid tool to be applied for the

simulation of the rainfall-runoff process in the study area.

5.3.3 Climate Change

Aiming at the identiĄcation of how climate change might affect river Ćoods

in the IRW and following the proposed methodological framework (see Sub-

Section 5.2.4), the next step consists in the performing the Ćood frequency

analysis of the simulation results. Figure C5.6 summarises the results of the Ątted

Gumbel distribution function to the streamĆow data as simulated by the coupled

SWAT-ANN model during the period of 1992 and 2012. Table C5.7, instead,

presents the comparison between different Ćood return periods and the considered

climate change scenarios, while also displaying the baseline historical scenario for

reference.

The results shown in Table C5.7 indicate no clear trend in the rainfall-runoff

process of the IRW for the simulation period between 2010 and 2040. However,

some results are rather interesting: while the results of the GCM CCSM4 indicates

a decrease of, approximately, 28% in the 100-year Ćood return period for the

simulation period of 2010-2030, between the next simulation period (i.e. 2020-

2040), the signal is inverted, suggesting an increase of, approximately, 22% in the

100-year Ćood return period. This behaviour is attributed to the fact that during

the decade between 2030 and 2040, the years of 2031 and 2036 are simulated
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Figure C5.6: Fitted Gumbel distribution to the simulated SWAT Ćow data, in
m3/s, during the simulation period between the years 1992 and 2012. The
resulting parameters of the Ątted distribution are: µ = 2174.9 and σ = 990.3,
where µ is the location parameter and σ is the scale parameter of the Gumbel
distribution.

Table C5.7: Flood return period for the IRW, for RCP 4.5.

Flood Return Period

Simulation Scenario Period 100 years 50 years 10 years 5 years

Historical 1992-2012 6730.3 6038.9 4403.4 3660.3

CCSM4
2010-2030 4874.1 4389.5 3243.3 2722.4
2020-2040 8242.5 7296.3 5058.4 4041.5

CSIRO-Mk3-6-0
2010-2030 5743.3 5109.7 3611.0 2930.0
2020-2040 5128.3 4556.7 3204.8 2590.5

GFDL-ESM2M
2010-2030 6664.4 5864.6 3972.7 3113.0
2020-2040 5862.3 5198.9 3629.5 2916.5

MPI-ESM-MR
2010-2030 5626.1 4991.8 3491.3 2809.5
2020-2040 7107.7 6294.0 4369.1 3494.6
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as very wet years, resulting in large streamĆow forecasts. The same behaviour is

observed for the GCM MPI-ESM-MR, predicting a decrease 100-year Ćood return

period for the simulation period of 2010-2030, while suggesting an increased

100-year Ćood return period for the next 2 decades period. The results for the

other two GCMs, however, suggest a slight decrease in the intensity of Ćood

events in the IRW for the whole simulation period (i.e. 2010-2040).

5.4 Conclusions

River Ćoods are one of the most devastating natural hazards worldwide, being also

one of the main concerns of river basin managers. Several structural measures

have been implement in watersheds around the globe to manage the risks of Ćood

events, such as Ćood control dams and destination of speciĄc areas to attenuate

Ćood hazards. Structural measures aim at the reduction of Ćood hazards by

managing the streamĆow in rivers and streams in a watershed, hence affecting the

rainfall-runoff process of a river basin. One of the main challenge of river basin

managers pertains to how quantify the management of these structures on the

long-term, such as under the effects of climate change. Based on such motivation,

this chapter has proposed a methodological framework, based on the deĄnition

of risk as provided by the SREX and on the KULTURisk framework, to quantify

and characterise river Ćood hazards. Moreover, exploring the expertise acquired

from the previous chapters, the proposed framework relies on the usage of the

coupled SWAT-ANN model for the computation of the rainfall-runoff processes

under dynamic hydro-meteorological conditions, while expanding the framework

to incorporate an hydraulic model aiming at the spatial characterisation of Ćood

events. In order to verify the validity of the assumptions behind the drawing of

the proposed methodological framework, this chapter explores the applicability

of the coupled SWAT-ANN model to simulate the rainfall-runoff process of the

IRW. SpeciĄcally, the ANN model is utilised as a tool capable of simulating the

dynamic artiĄcially-controlled outĆow of the three major Ćood control dams in

the study area, while the SWAT model accounts for the physical basis of the

rainfall-runoff process.



216 CHAPTER 5. ON RISKS & CLIMATE CHANGE

The results obtained in this chapter suggest that the coupling of both mod-

elling techniques provides a very useful instrument for the long-term analysis

of dynamic watershed management actions under varying hydro-meteorological

conditions. The physically-based information passed from the SWAT model to

the ANN enables the latter to accurately estimate the outĆows of the three

major Ćood control dams in the study area, while, at the same time, maintaining

physical consistency due to the direct coupling with a physically-based hydrological

model. The ANN model, however, consistently under-predicts the outĆows of the

considered Ćood control dams, a behaviour that is attributed to the nature of

ANN models, as these models require a large amount of data for their training,

resulting in a general lack of training examples for extreme conditions. This same

behaviour is veriĄed and explored in Chapter 2.

The results obtained from the Ćood frequency analysis under future climate

conditions indicate no clear trends in the Ćood intensity and frequency in the

study area. The results obtained point in the direction of an increased range of

possibilities as further in the future the simulation goes, however. While all results

suggest a decrease in the intensity of Ćood episodes in the IRW during the decades

between 2010 and 2030, two out of four GCMs indicate the opposite behaviour

for the simulation period between 2020 and 2040. This result is attributed to

the fact that during this period, two year are predicted to be exceptionally wet,

intensifying the rainfall-runoff process in the study area.

As a recommendation for further studies, it is proposed the consideration

of the incorporation of the socio-economic dimension in the long-term analysis

of climate change impacts over the study area. As socio-economic drivers can

determine the preference of people or groups of people, the consideration of

the socio-economic dimension can add depth to a similar research, allowing the

computation of effects on the regional hydrologic cycle as coming from dynamic

land-cover and land-use. Moreover, the socio-economic dimension might also play

a signiĄcant role in the management of the outĆow from the three studied Ćood

control dams, as secondary usage of water stored in Ćood control reservoirs is to

supply water for crops in irrigation schemes. Another recommendation would be

the consideration of another RCP scenario, such as the 8.5, to increase the range

of possible future hydro-meteorological conditions. Moreover, a larger future
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simulation period is also welcomed.
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Conclusions

Anthropogenic activities are a major forcing capable of shaping and altering

regional and global processes. Indeed, the Anthropocene, the era in which we are

all currently living in, is the result of unprecedented human actions on the natural

environment, and the idea of integration has never been more contemporary.

Human and natural systems are not isolated compartments, linked only by Ćow

of material and energy among them, but instead components of an evolving,

integrated entity. This a relatively new concept in the scientiĄc community,

thereby requiring the development of new concepts and sciences. In hydrology, for

instance, the new concept of global water systems has been developed, while the

new science of socio-hydrology has been proposed. Interesting to notice is the

fact that, although born inside a community of predominantly hydrologists, both

novel terms move away from their pure-hydrologic background, shifting closer to

an interdisciplinary and integrative approach.

Hence, based on such background, the work presented in this dissertation

has, in general terms, explored the possibility of using technologies deriving

from machine learning coupled with physically-based hydrologic models as a

way of better capturing possible effects coming from dynamic human-nature

systems capable of affecting the regional hydrologic cycle of a watershed, and,

ultimately, supporting the development of WMPs. SpeciĄcally, speciĄc human

management actions are considered to be interlinked and interdependent with the

hydrologic and climatic systems, following the notion of WRSs, resulting in the

contemplation of the relationships among these processes as a fundamental factor

to be considered when stressed by hydro-meteorological and under long-term

analysis. Mathematically, this is translated in the computationally coupling of
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both modelling techniques, resulting in a hybrid model founded by physically-

representative concepts, coming directly from the physically-based model, while,

at the same time, capable of learning, as the result of a contribution from the

machine learning module. The selected models utilised throughout this dissertation

are the SWAT model, as the physically-based component, and an ANN model,

as the machine learning module, resulting in a model referred to as SWAT-ANN

model.

The Ąrst step taken in order to implement the proposed overall methodology

was on exploring the current limitations of both models, i.e. the SWAT model and

the ANN technology. Chapter 1, then, reviewed basic concepts related to IWM in

general and hydrologic modelling in particular, moving to an introduction of the

SWAT model. Three limitations were identiĄed coming from the application of

the SWAT model in a context of long-term analysis and climate change, namely:

i. The lacking ability to account for a dynamic effect of increased atmospheric

CO2 concentration on the regional hydrologic cycle and on plant growth; ii. The

inaccurate account of irrigation efficiency, particularly with regards to the amount

of water that is extracted from the source, and; iii. The inability to dynamically

account for alternative adaptive management actions under pressures coming

from diverse hydro-meteorological conditions and under long-term considerations.

Each identiĄed SWAT modelŠs limitation is then individually addressed by speciĄc

modiĄcations proposed in the SWAT source code. The chapter concludes by

presenting an overall description of the two case study sites that are explored

throughout this dissertation.

Moving on to evaluate the possibility of coupling the SWAT and the ANN

models, Chapter 2 focused on introducing the capabilities of the developed

ANN model and on exploring the intrinsic uncertainties of ANNs in general

when applied in a context of regional hydrologic modelling. Applied for the

short-term forecasting of the stream stage of the IRW, the work presented in

Chapter 2 concludes that the developed ANN performs well for the speciĄc

hydrologic problem to which it was applied, while identifying that a signiĄcant

parcel of the overall uncertainties affecting the performance capability of ANN

models comes from the composition and quality of the input data. Moreover, the

initialisation of ANN models, the model structure, and the model architecture
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also play a signiĄcant role in determining the overall performance of ANN models.

SpeciĄcally for the proposed case study, it is found that precipitation is the main

exogenous variable driving the forecasting of the stream stage in the study area,

while endogenous information (i.e. observed stream stage) is capable of adding

consistency to the process of forecasting the stream stage of the IRW. As a way

of handling uncertainties, this chapter proposed the utilisation of an ensemble of

best-calibrated ANN models, thereby accounting for errors and uncertainties that

are intrinsic to the ANN model and also to the process being simulated.

Even if actions are taken to manage the uncertainties of ANN models (as

proposed in Chapter 2), in essence this modelling technique is still a "black-box".

This issue grows larger as the uncertainties of different processes are summed

up with the intrinsic uncertainties of ANN models, such as in a context of

climate change and long-term analysis. Hence, building upon the introductory

discussion in Chapter 1 and on the applicability of ANN models as demonstrated

in Chapter 2, Chapter 3 proposed the use of physically-based modelling techniques

coupled with ANN models as a way of reducing the degree of empiricism of ANN

models, while, at the same time, exploring its utilisation as a method capable of

simulating complex dynamic hydraulic management operations in a highly modiĄed

watershed, the VLW. Taking advantage of the interesting scenery offered by the

Italian case study, the framework proposed in this chapter seeks to address one

of the main challenges in conducting hydrologic simulations in the VLW area: the

total external hydraulic contributions affecting the overall hydrology of the VLW.

Two are the main sources of external hydraulic loadings considered in the study

presented in this chapter: IGF and artiĄcially controlled superĄcial streamĆow

deviated from/to bordering watersheds. Based on the results presented in this

chapter, it is concluded that the coupling of the SWAT model (as a tool capable

of simulating the hydrologic process occurring in a watershed) with the ANN

model (as a tool capable of dynamically simulating the management of artiĄcial

hydraulic devices with respect to speciĄc hydro-meteorological conditions) results

in a useful and powerful instrument for supporting hydrologic modelling and IWM

in general, such as for the management of artiĄcial structures in a watershed.

Chapter 4, then, builds upon the discussions and results obtained in Chapter 3

and moves to a situation of climate change and long-term analysis. This chapter
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explored the possible impacts of climate change on the agricultural sector of the

VLW by evaluating, speciĄcally, the consequences on water availability to irrigated

crops in the area during the period of 2013-2050 and under the RCP 4.5. Two

different irrigation scenarios are evaluated: a baseline and an adaptive. It is found

that, for some crops, climate change might impacts the total amount of water

required by crops yearly. Still, it is argued that improved irrigation systems can

reduce the overall water withdrawals from the considered water sources while, at

the same time, increase the amount of water that is made available to crops, thus

increasing the general efficiency of irrigation systems. More importantly, however,

is the consideration that improved irrigation systems can increase the resilience of

irrigated crops to adverse climatic conditions. The work presented in Chapter 4

also strengthens the notion that the limitations of the SWAT model as introduced

in Chapter 1 must be addressed before performing any kind of long-term analysis

under climate change conditions. SpeciĄcally, the consideration of dynamic

concentrations of CO2 in the atmosphere is not only important to determine the

Ąnal maximum yield of crops, but also their rate of evaporation, hence affecting

the overall water balance of the watershed. Still, the results obtained in this

chapter also point in the direction of an increased dependency on the amount of

irrigation water coming from external sources to the VLW during the simulation

period of 2015 to 2050. This result is attributed to two main factors, namely:

the increased efficiency of irrigation applications, and the impacts of climate

change on the regional hydrologic cycle of the studied watershed. Combined,

both processes ultimately diminishes the rate of hydrologic processes such as

baseĆow and percolation, thus reducing the storage of water internal to the

studied watershed. Interestingly, the explored alternative adaptation strategy of

increasing investments for the improvement of irrigation systems can also offset

some of the increased demand of water imported from bordering watersheds.

Finally, Chapter 5 targeted the study of how river Ćood risk might be affected

by changing climatic conditions. SpeciĄcally, this chapter proposed a concep-

tual methodological framework, based on both the SREX and the KULTURisk

framework, to characterise river Ćood hazards in a context of climate change and

long-term analysis. The proposed framework is tailored for the utilisation of the

coupled SWAT-ANN model (to account for the simulation of hydrologic processes
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and for dynamically quantifying artiĄcial hydraulic management actions, such

as the controlled outĆow of reservoirs) and the HEC-RAS model (to compute

the characteristics of river Ćood hazard events). A main consideration of the

proposed methodological framework relies on the fact that the characterisation

of Ćood events should be stochastic rather than deterministic. To achieve such

requirement, the framework proposed in Chapter 5 assumed the outputs of the

SWAT-ANN model comes from an ensemble of physically-valid models, thus

recognising the errors and acknowledging the uncertainties related to the simula-

tion of the system being modelled. In order to verify the validity of the proposed

methodological framework, a case study exploring how climate change might

affect the rainfall-runoff process of the IRW is proposed. The results suggest

that not only the developed ANN model is capable of simulating the dynamic

management of the Ćood control dams, but that the coupling of the SWAT and

the ANN models is capable of accurately simulating the rainfall-runoff process of

the IRW. Still, it is not found a clear trend coming from the analysis of climate

change impacts in the rainfall-runoff period in the study area.

Some Ąnal general recommendations can be made at this point, the Ąrst per-

taining to the idea of improving the chosen machine learning method, particularly

with regards to the training method of the ANN model. Currently, the model

utilises the Levenberg-Marquardt as the supervised training algorithm. Although

efficient if compared to other training algorithms, such as the steepest-descent

training procedure, the Levenberg-Marquardt may become impracticable due to

the computation of the inverse of the approximate Hessian matrix. Consequently,

if the resulting dimension of the approximate Hessian matrix is somewhat large,

the computational costs of performing this operation may render the Levenberg-

Marquardt inefficient. An alternative would be the utilisation of a novel training

procedure known as Neuron-By-Neuron training algorithm (see "Wilamowski,

B. M. & Irwin, J. D. The Industrial Electronics Handbook: Intelligent Systems.

(CRC Press, Inc., 2011)" for further reference).

A second recommendation pertains to the idea of incorporating the concept

of stochastic hydrologic modelling also to the physically-based component (i.e.e

SWAT model) in the case studies presented in Chapters 3 and 4. Indeed, as the

this dissertation relies on the usage of the SWAT model as the physically-based
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model responsible for the computation of most of the processes pertaining to

the hydrologic cycle, the utilisation of the SWAT-CUP can provide the means

required to move from a deterministic to a stochastic hydrologic modelling. The

ANN model, on the other hand, is already implemented to work as a stochastic

model, as shown in Chapter 2.

A last recommendation regards the possibility of interconnecting the socio-

economic sphere within the hydrologic simulations. This consideration is especially

relevant for the work carried out in Chapter 4 and Chapter 5, in particular due

to their long-term analysis nature. For instance, a consideration of how farmers

might adapt when stressed by diverse climatic conditions can be determined by

using a micro-economics model capable of revealing the preferences of farmers

with respect to a variety of constraints (e.g. economic and climatic).



Appendix 1 – SWAT Model

Proposed Code Modifications

This appendix chapter describes the proposed changes implemented in the SWAT

model. Some changes were made in already existing SWAT sub-routines and are

displayed only as differences between the original and updated Ąles, while other

changes were implemented as completely new sub-routines. As the SWAT model

is developed in Fortran language, the new sub-routines were written using either

the .f or .f95 Ąle extensions for compatibility purposes. This appendix chapter is

sub-divided into three sections, each covering a speciĄc proposed modiĄcation

theme.

The CO2 Fertilization Effect

allocate_parms.f

354 c354

< ! ! a l l o c a t e ( co2 ( msub ) ) ! ! Removed by E s s e n f e l d e r , 06/10/15

−−−

> a l l o c a t e ( co2 (msub ) )

359 ,361 d358

< ! ! a r r a y to account f o r d i f f e r e n t CO2 conc . i n atm . f o r each y e a r

< a l l o c a t e ( co2 (myr ) ) ! ! Added by E s s e n f e l d e r , 06/10/15

<

1810 c1807

< end

−−−

> end

233
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\ No new l i n e at end o f f i l e

etpot.f

229 c229

< rc = 49 . / ( 1 . 4 − 0 .4 ∗ co2 ( c u r y r ) / 330 . )

! ! Mod i f i ed by E s s e n f e l d e r , 06/10/15

−−−

> rc = 49 . / ( 1 . 4 − 0 .4 ∗ co2 ( hru_sub ( j ) ) / 330 . )

295 ,296 c295 ,296

< & ∗ (1 . 4 − 0 .4 ∗ co2 ( c u r y r ) / 3 3 0 . ) )

! ! Mod i f i ed by E s s e n f e l d e r , 06/10/15

<

! ! to account f o r CO2 f e r t . e f f e c t

due to c l ima t e change

−−−

> & ∗ (1 . 4 − 0 .4 ∗ co2 ( hru_sub ( j ) ) / 3 3 0 . ) )

>

329 c329

< end

−−−

> end

\ No new l i n e at end o f f i l e

grow.f

194 ,196 c194 ,196

< i f ( co2 ( c u r y r ) > 330 . ) then ! ! Mod i f i ed by E s s e n f e l d e r , 06/10/15

< bead j = 100 . ∗ co2 ( c u r y r ) / ( co2 ( c u r y r ) +

< & Exp ( wac21 ( i dp ) − co2 ( c u r y r ) ∗ wac22 ( i dp ) ) )

−−−

> i f ( co2 ( hru_sub ( j ) ) > 330 . ) then

> bead j = 100 . ∗ co2 ( hru_sub ( j ) ) / ( co2 ( hru_sub ( j ) ) +

> & Exp ( wac21 ( i dp ) − co2 ( hru_sub ( j ) ) ∗ wac22 ( i dp ) ) )

343 c343

< end

−−−

> end

\ No new l i n e at end o f f i l e

readsub.f
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216 ,217 c216

< ! ! r ead (101 ,∗ ) co2 ( i ) ! ! Removed by E s s e n f e l d e r , 06/10/15

< read (101 ,∗ ) ! ! Added by E s s e n f e l d e r , 06/10/15

−−−

> read (101 ,∗ ) co2 ( i )

406 c405

< ! ! i f ( co2 ( i ) <= 0 . ) co2 ( i ) = 330 . ! ! Removed by E s s e n f e l d e r , 06/10/15

−−−

> i f ( co2 ( i ) <= 0 . ) co2 ( i ) = 330 .

473 c472

< end

−−−

> end

\ No new l i n e at end o f f i l e

readco2.f

s u b r o u t i n e r eadco2

! ! ~ ~ ~ PURPOSE ~ ~ ~

! ! r e a d s i n the i n p u t data f o r the y e a r l y CO2 c o n c e n t r a t i o n

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! i y r | y e a r | b e g i n n i n g y e a r o f s i m u l a t i o n

! ! nbyr | none | number o f y e a r s s i m u l a t e d

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! co2 ( : ) | ppmv | a tmo s p h e r i c CO2 c o n c e n t r a t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! i | none | c o u n t e r

! ! i y e a r | none | c u r r e n t y e a r be i ng read

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~

use parm

i m p l i c i t none
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i n t e g e r : : i i , i y e a r

! ! i n i t i a l i z e v a r i a b l e s

i i = 0

i y e a r = 0

! ! open co2 . dat f i l e

open (330 , f i l e=" co2 . t x t " )

! ! s k i p f i r s t l i n e

read (330 ,∗ )

! ! r ead co2 . dat f i l e and a t t r i b u t e co2 c o n c e n t r a t i o n s to co2 ( : ) a r r a y

do

read (330 ,3301) i y e a r , co2 (1 )

! ! check i f y e a r i s = to b e g i n n i n g y e a r o f s i m u l a t i o n

i f ( i y e a r == i y r ) then

do i i = 2 , nbyr

read (330 ,3301) i y e a r , co2 ( i i )

end do

e x i t

end i f

end do

! ! c l o s e the co2 . dat f i l e

c l o s e (330)

3301 format ( i4 , f 6 . 2 )

r e t u r n

end

The Irrigation Process

allocate_parms.f

230 ,231 d229

< a l l o c a t e ( l i r d (mhru ) ) ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< a l l o c a t e ( t i r d (mhru ) ) ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

886 ,888 d883

< a l l o c a t e ( a l i r r (mhru ) ) ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< a l l o c a t e ( a q i r r (mhru ) ) ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< a l l o c a t e ( a t i r r (mhru ) ) ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15
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1812 c1807

< end

−−−

> end

\ No new l i n e at end o f f i l e

irrigate.f

1c1

< s u b r o u t i n e i r r i g a t e ( f l a g , j , volmm)

−−−

> s u b r o u t i n e i r r i g a t e ( j j , volmm)

10 ,17 c10

< ! ! | a p p l i e d to HRU t h a t sums up to so l_sw

< ! ! a l i r r ( : ) |mm H2O | ave rage annua l amount o f i r r i g a t i o n H2O

< ! ! | a p p l i e d to HRU t h a t i s l o s t due to

< ! ! | a p p l i c a t i o n e f f i c i e n c y

< ! ! a q i r r ( : ) |mm H2O | ave r age annua l amount o f i r r i g a t i o n H2O

< ! ! | a p p l i e d to HRU t h a t r e t u r n s to r u n o f f

< ! ! t i r d ( : ) |mm H2O | t o t a l a ve r age annua l amount o f i r r .

< ! ! | water a p p l i e d to HRU on c u r r e n t day

−−−

> ! ! | a p p l i e d to HRU

21 ,26 d13

< ! ! i r r e f m ( : ) | none | i r r i g a t i o n e f f i c i e n c y − s c h e d u l e i r r

< ! ! i r r _ e f f ( : ) | none | i r r i g a t i o n e f f i c i e n c y − auto− i r r .

< ! ! i r r s q ( : ) | none | f r a c t i o n o f t o t a l a p p l i e d i r r water

< ! ! | t h a t i s l o s t as r u n o f f − s c h e d u l e i r r

< ! ! i r r _ a s q ( : ) | none | f r a c t i o n o f t o t a l a p p l i e d i r r water

< ! ! | t h a t i s l o s t as r u n o f f − auto− i r r i g a t i o n

29d15

< ! ! s h a l l s t ( : ) |mm H2O | depth o f water i n s h a l l o w a q u i f e r

35 c21

< ! ! hrumono ( 2 2 , : ) |mm H2O | amount o f i r r . water a p p l i e d to HRU

−−−

> ! ! hrumono ( 2 2 , : ) |mm H2O | amount o f i r r . water a p p l i e d to HRU

43 ,59 c29 ,31

< ! ! | a p p l i e d to HRU t h a t sums up to so l_sw

< ! ! a l i r r ( : ) |mm H2O | ave rage annua l amount o f i r r . water

< ! ! | a p p l i e d to HRU t h a t i s l o s t due to

< ! ! | a p p l i c a t i o n e f f i c i e n c y

< ! ! a q i r r ( : ) |mm H2O | ave r age annua l amount o f i r r . water

< ! ! | a p p l i e d to HRU t h a t r e t u r n s to r u n o f f

< ! ! t i r d ( : ) |mm H2O | t o t a l a ve r age annua l amount o f i r r .

< ! ! | water a p p l i e d to HRU on c u r r e n t day

< ! ! a i r d ( : ) |mm H2O | amount o f i r r i g a t i o n water a p p l i e d to

< ! ! |HRU on c u r r . day t h a t sums up to so l_sw
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< ! ! l i r d ( : ) |mm H2O | amount o f i r r i g a t i o n water a p p l i e d to

< ! ! |HRU on c u r r e n t day t h a t i s l o s t due to

< ! ! | a p p l i c a t i o n e f f i c i e n c y

< ! ! q i r d ( : ) |mm H2O | amount o f i r r i g a t i o n water a p p l i e d to

< ! ! |HRU on c u r r . day t h a t r e t u r n s to r u n o f f

< ! ! t i r d ( : ) |mm H2O | t o t a l amount o f i r r . water a p p l i e d

< ! ! | to HRU on c u r r e n t day

−−−

> ! ! | a p p l i e d to HRU

> ! ! a i r d ( : ) |mm H2O | amount o f water a p p l i e d to HRU on c u r r .

> ! ! | day

62d33

< ! ! s h a l l s t ( : ) |mm H2O | depth o f water i n s h a l l o w a q u i f e r

67 ,69 c38

< ! ! sq_rto | none | f r a c t i o n o f t o t a l a p p l i e d i r r water

< ! ! | t h a t i s l o s t as r u n o f f

< ! ! hrumono ( 2 2 , : ) |mm H2O | amount o f i r r . water a p p l i e d to HRU

−−−

> ! ! hrumono ( 2 2 , : ) |mm H2O | amount o f i r r . water a p p l i e d to HRU

76 ,81 c45 ,50

< ! ! f l a g | none | i r r i g a t i o n f l a g :

< ! ! | 0 no i r r i g a t i o n o p e r a t i o n on c u r r e n t day

< ! ! | 1 s c h e d u l e d i r r i g a t i o n

< ! ! | 2 auto i r r i g a t i o n

< ! ! i r r e f f | none | i r r i g a t i o n a p p l i c a t i o n e f f i c i e n c y

< ! ! k | none |HRU number

−−−

> ! ! f c x |mm H2O | amount o f H2O s t o r e d i n s o i l l a y e r when

> ! ! | m o i s t u r e co n t en t i s a t f i e l d c a p a c i t y

> ! ! j j | none |HRU number

> ! ! k | none | c o u n t e r ( s o i l l a y e r s )

> ! ! s t x |mm H2O | amount o f water s t o r e d i n s o i l l a y e r on

> ! ! | c u r r e n t day

82a52

> ! ! yy |mm H2O | amount o f water added to s o i l l a y e r

88d57

< i m p l i c i t none

90 c59

< i n t e g e r , i n t e n t ( i n ) : : j

−−−

> i n t e g e r , i n t e n t ( i n ) : : j j

92 ,93 c61 ,62

< i n t e g e r : : f l a g

< r e a l : : i r r e f f

−−−

> i n t e g e r : : k

> r e a l : : f cx , s tx , yy

95 ,101 c64 ,66

< i r r e f f = 0 .

< sq_rto = 0 .
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<

< ! ! Check i f i t i s a s c h e d u l e d or auto− i r r i g a t i o n o p e r a t i o n

< i f ( f l a g == 0) then

< r e t u r n ! ! I f no f l a g i s a c t i v e , e x i t

< end i f

−−−

> ! ! i n i t i a l i z e v a r i a b l e f o r HRU

> ! ! ( because i r r i g a t i o n can be a p p l i e d i n d i f f e r e n t command l o o p s

> ! ! the v a r i a b l e i s i n i t i a l i z e d he r e )

103 ,127 c68 ,71

< ! ! Get i r r i g a t i o n e f f i c i e n c y and r u n o f f r e t u r n pa ramete r s

< i f ( f l a g == 1) then ! ! I f s c h e d u l e d i r r i g a t i o n

< i r r e f f = i r r e fm ( j )

< sq_rto = i r r s q ( j )

< e l s e i f ( f l a g == 2) then ! ! I f auto− i r r i g a t i o n

< i r r e f f = i r r _ e f f ( j )

< sq_rto = i r r_ a s q ( j )

< end i f

<

< ! ! C a l c u l a t e the amount o f i r r i g a t i o n a p p l i e d to s o i l and i r r l o s s e s

< q i r d ( j ) = volmm ∗ sq_rto

< a i r d ( j ) = volmm ∗ i r r e f f

< l i r d ( j ) = volmm − ( a i r d ( j ) + q i r d ( j ) )

< t i r d ( j ) = volmm

<

< ! ! Check i f l i r d i s n e g a t i v e due to i n v a l i d i r r e f f and sq_rto i n p u t s

( i . e . i r r e f f + sq_rto > 1 . 0 )

< i f ( l i r d ( j ) < 0 . ) then

< l i r d ( j ) = 0 .

< q i r d ( j ) = volmm − a i r d ( j )

< end i f

<

< ! ! Add the i r r i g a t i o n water l o s s e s to s h a l l o w a q u i f e r s t o r a g e

< s h a l l s t ( j ) = s h a l l s t ( j ) + l i r d ( j )

<

< ! ! Summary c a l c u l a t i o n s

−−−

> a i r d ( j j ) = volmm ∗ ( 1 . − sq_rto )

> q i r d ( j j ) = volmm ∗ sq_rto

>

> ! ! summary c a l c u l a t i o n s

129 ,134 c73 ,75

< i r n ( j ) = i r n ( j ) + 1

< a a i r r ( j ) = a a i r r ( j ) + a i r d ( j )

< a q i r r ( j ) = a q i r r ( j ) + q i r d ( j )

< a l i r r ( j ) = a l i r r ( j ) + l i r d ( j )

< a t i r r ( j ) = a t i r r ( j ) + t i r d ( j )

< hrumono (22 , j ) = hrumono (22 , j ) + t i r d ( j )

−−−

> i r n ( j j ) = i r n ( j j ) + 1
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> a a i r r ( j j ) = a a i r r ( j j ) + a i r d ( j j )

> hrumono (22 , j j ) = hrumono (22 , j j ) + a i r d ( j j )

139 c80

< end

−−−

> end

\ No new l i n e at end o f f i l e

modparm.f

317 c317

< r e a l , dimens ion ( : ) , a l l o c a t a b l e : : a i r d , l i r d , q i r d , t i r d

! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

−−−

> r e a l , dimens ion ( : ) , a l l o c a t a b l e : : q i r d

507 c507

< r e a l , dimens ion ( : ) , a l l o c a t a b l e : : anano3 , t_ov , so l_sumfc

! E d i t ed by E s s e n f e l d e r , 01/10/15

−−−

> r e a l , dimens ion ( : ) , a l l o c a t a b l e : : anano3 , a i r d , t_ov , so l_sumfc

509 ,510 c509

< r e a l , dimens ion ( : ) , a l l o c a t a b l e : : cht , u10 , rhd

! ! E d i t ed by E s s e n f e l d e r , 01/10/15

< r e a l , dimens ion ( : ) , a l l o c a t a b l e : : a a i r r , a l i r r , a q i r r , a t i r r

! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

−−−

> r e a l , dimens ion ( : ) , a l l o c a t a b l e : : a a i r r , cht , u10 , rhd

911 c910

< end module parm

−−−

> end module parm

\ No new l i n e at end o f f i l e

rewind_init.f

14 ,16 d13

< a l i r r = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< a q i r r = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< a t i r r = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

267 ,269 d263

< l i r d = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< q i r d = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

< t i r d = 0 . ! ! I n c l u d e d by E s s e n f e l d e r , 01/10/15

505 c499
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< end

−−−

> end

\ No new l i n e at end o f f i l e

route.f

226 ,229 c226

< ! ! c a l l i r r _ r c h ! ! Removed by E s s e n f e l d e r , 02/12/2015

< do k = 1 , nhru

< c a l l i r r i g a t i o n (2 , 1 , k ) ! ! Auto− i r r − Source r each o n l y − k HRU

< end do

−−−

> c a l l i r r _ r c h

238 c235

< end

−−−

> end

\ No new l i n e at end o f f i l e

routres.f

238 ,241 c238

< ! ! c a l l i r r _ r e s ! ! Removed by E s s e n f e l d e r , 02/12/2015

< do k = 1 , nhru

< c a l l i r r i g a t i o n (2 , 2 , k ) ! ! Auto− i r r − Source r e s . o n l y

< end do

−−−

> c a l l i r r _ r e s

438 c435

< end

−−−

> end

\ No new l i n e at end o f f i l e

sched_mgt.f

72 c72

< i r r _ f l a g ( i h r u ) = 1

−−−

> i r r _ f l a g ( i h r u ) = 1

78 ,80 c78 ,79
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< i f ( i r r _ s c ( i h r u ) > 2) then

< ! ! c a l l i r r s u b ! ! Removed by E s s e n f e l d e r , 02/12/2015

< c a l l i r r i g a t i o n (1 , i r r _ s c ( j ) , j ) ! ! Schd− i r r i g a t i o n

−−−

> i f ( i r r _ s c ( i h r u ) > 2) then ! ! r each and r e s f l a g s

> c a l l i r r s u b

83 ,91 c82 ,90

< ! ! i f ( imgt ==1) then

< ! ! w r i t e (143 , 1002) subnum ( j ) , hruno ( j ) , i y r , i_mo ,

< ! ! ∗ i i d a , hru_km ( j ) , " " ,

< ! ! ∗ " IRRIGATE " , phubase ( j ) , phuacc ( j ) , so l_sw ( j ) , bio_ms ( j ) ,

< ! ! ∗ s o l _ r s d (1 , j ) , sol_sumno3 ( j ) , so l_sumso lp ( j ) , i r r a m t ( j ) ,

< ! ! ∗ i r r _ s c ( j ) , i r r _ n o ( j )

< ! !1002 format ( a5 , 1 x , a4 , 3 i6 , 1 x , e10 . 5 , 1 x , 2 a15 , 7 f10 . 2 , 1 0 x , f10 . 2 , 7 0 x , 2 i 7 )

< ! !

< ! ! end i f

−−−

> i f ( imgt ==1) then

> w r i t e (143 , 1002) subnum ( j ) , hruno ( j ) , i y r , i_mo ,

> ∗ i i d a , hru_km( j ) , "␣␣␣␣␣␣␣␣" ,

> ∗ " IRRIGATE" , phubase ( j ) , phuacc ( j ) , so l_sw ( j ) , bio_ms ( j ) ,

> ∗ s o l_ r s d (1 , j ) , sol_sumno3 ( j ) , so l_sumso lp ( j ) , i r r am t ( j ) ,

> ∗ i r r _ s c ( j ) , i r r_no ( j )

> 1002 format ( a5 , 1 x , a4 , 3 i6 , 1 x , e10 . 5 , 1 x , 2 a15 , 7 f10 . 2 , 10 x , f10 . 2 , 70 x , 2 i 7 )

>

> end i f

336 c335

< end

−−−

> end

\ No new l i n e at end o f f i l e

subbasin.f

218 ,221 c218

< ! ! i f ( auto_wstr ( j ) > 1 . e−6 . and . i r r s c ( j ) > 2) c a l l a u t o i r r

! ! Removed by E s s e n f e l d e r , 02/12/2015

< i f ( auto_wstr ( j ) > 1 . e−6 . and . i r r _ s c a ( j ) > 2) then

< c a l l i r r i g a t i o n (2 , i r r _ s c a ( j ) , j ) ! ! Auto− i r r i g a t i o n

< end i f

−−−

> i f ( auto_wstr ( j ) > 1 . e−6 . and . i r r s c ( j ) > 2) c a l l a u t o i r r

541 c538

< end

−−−

> end

\ No new l i n e at end o f f i l e
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irrigation.f

s u b r o u t i n e i r r i g a t i o n ( i r r_ t yp e , i r r_ s code , i r r _ h r u )

! ! ~ ~ ~ PURPOSE ~ ~ ~

! ! t h i s s u b r o u t i n e c o n t r o l s the i r r i g a t i o n p r o c e s s

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! auto_wstr ( : ) | none or mm |H2O s t r e s s t h r e s h o l d t h a t t r i g g e r s i r r

! ! i r r _ h r u | none |HRU number

! ! i r r _ n o ( : ) | none | i r r i g a t i o n s o u r c e l o c a t i o n ( auto− i r r )

! ! | i f IRR=1, IRRNO i s the number o f the

! ! | r each

! ! | i f IRR=2, IRRNO i s the number o f the

! ! | r e s e r v o i r

! ! | i f IRR=3, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=4, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=5, not used

! ! i r r _ s c ( : ) | none | i r r . s o u r c e code ( auto− i r r i g a t i o n ) :

! ! | 1 d i v e r t water from reach

! ! | 2 d i v e r t water from r e s e r v o i r

! ! | 3 d i v e r t water from s h a l l o w a q u i f e r

! ! | 4 d i v e r t water from deep a q u i f e r

! ! | 5 d i v e r t water from u n l i m i t e d s o u r c e

! ! i r r _ s c o d e | none | i r r . s o u r c e code ( auto− i r r . ) :

! ! | 0 any o f the below :

! ! | 1 d i v e r t water from reach

! ! | 2 d i v e r t water from r e s e r v o i r

! ! | 3 d i v e r t water from s h a l l o w a q u i f e r

! ! | 4 d i v e r t water from deep a q u i f e r

! ! | 5 d i v e r t water from u n l i m i t e d s o u r c e

! ! i r r _ n o a ( : ) | none | i r r . s o u r c e l o c a t i o n ( auto− i r r . )

! ! | i f IRR=1, IRRNO i s the number o f the

! ! | r each

! ! | i f IRR=2, IRRNO i s the number o f the

! ! | r e s e r v o i r

! ! | i f IRR=3, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=4, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=5, not used

! ! i r r _ s c a ( : ) | none | i r r i g a t i o n s o u r c e code ( auto− i r r ) :

! ! | 1 d i v e r t water from reach

! ! | 2 d i v e r t water from r e s e r v o i r

! ! | 3 d i v e r t water from s h a l l o w a q u i f e r
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! ! | 4 d i v e r t water from deep a q u i f e r

! ! | 5 d i v e r t water from u n l i m i t e d s o u r c e

! ! i r r _ t y p e | none | i r r i g a t i o n f l a g :

! ! | 0 no i r r . o p e r a t i o n on c u r r . day

! ! | 1 s c h e d u l e d i r r i g a t i o n

! ! | 2 auto i r r i g a t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! i r r n o ( : ) | none | i r r i g a t i o n s o u r c e l o c a t i o n

! ! | i f IRR=1, IRRNO i s the number o f the

! ! | r each

! ! | i f IRR=2, IRRNO i s the number o f the

! ! | r e s e r v o i r

! ! | i f IRR=3, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=4, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=5, not used

! ! i r r s c ( : ) | none | i r r i g a t i o n s o u r c e code :

! ! | 1 d i v e r t water from reach

! ! | 2 d i v e r t water from r e s e r v o i r

! ! | 3 d i v e r t water from s h a l l o w a q u i f e r

! ! | 4 d i v e r t water from deep a q u i f e r

! ! | 5 d i v e r t water from u n l i m i t e d s o u r c e

! ! so l_sumfc ( : ) |mm H2O | amount o f H2O h e l d i n the s o i l p r o f i l e

! ! | a t f i e l d c a p a c i t y

! ! so l_sw ( : ) |mm H2O | amount o f H2O s t o r e d i n s o i l p r o f i l e on

! ! | any g i v e n day

! ! s t r s w ( : ) | none | f r a c t i o n o f p o t e n t i a l p l a n t growth

! ! | a c h i e v e d on the day where the

! ! | r e d u c t i o n i s caused by water s t r e s s

! ! w s t r s _ i d ( : ) | none | water s t r e s s i d e n t i f i e r :

! ! | 1 p l a n t water demand

! ! | 2 s o i l water d e f i c i t

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! f l a g | none | i r r i g a t i o n f l a g :

! ! | 0 no i r r i g a t i o n o p e r a t i o n on c u r r e n t day

! ! | 1 s c h e d u l e d i r r i g a t i o n

! ! | 2 auto i r r i g a t i o n

! ! j | none |HRU number

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~
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! ! I n t r i n s i c :

! ! SWAT: i r r _ s o u r c e

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~

use parm

i m p l i c i t none

i n t e g e r : : i r r_ t yp e , i r r_ s code , i r r _ h r u

i n t e g e r : : f l a g , j

! ! Get c u r r e n t hru number

j = 0

j = i r r _ h r u

! ! Check i f i t i s a s c h e d u l e d or auto− i r r i g a t i o n o p e r a t i o n

f l a g = 0

i f ( i r r _ f l a g ( j ) == 1) f l a g = 1 ! ! I f s c h e d u l e d i r r i a t i o n = 1

i f ( i r r a _ f l a g ( j ) == 1) f l a g = 2 ! ! I f auto− i r r i a t i o n = 2

i f ( f l a g == 0) r e t u r n ! ! I f no f l a g i s a c t i v e , e x i t

! ! Check i f c u r r e n t i r r i g a t i o n type i s the same as the one r e q u e s t e d

i f ( f l a g /= i r r _ t y p e ) r e t u r n

! ! Get i r r i g a t i o n s o u r c e code and i r r i g a t i o n s o u r c e l o c a t i o n

i f ( f l a g == 1) then ! ! I f s c h e d u l e d i r r i g a t i o n

i r r s c ( j ) = i r r _ s c ( j )

i r r n o ( j ) = i r r_no ( j )

e l s e i f ( f l a g == 2) then ! ! I f auto− i r r i g a t i o n

i r r s c ( j ) = i r r _ s c a ( j )

i r r n o ( j ) = i r r_noa ( j )

end i f

! ! Check i f c u r r e n t HRU i r r s c i s the same as the one r e q u e s t e d

i f ( i r r _ s c o d e /= 0 . and . i r r s c ( j ) /= i r r_ s c o d e ) r e t u r n

! ! Proceed wi th i r r i g a t i o n o p e r a t i o n

i f ( f l a g == 1) then ! ! Schedu led i r r i g a t i o n

c a l l i r r _ s o u r c e ( f l a g , j )

i r r _ f l a g ( j ) = 0 ! ! Set the i r r f l a g to 0

e l s e i f ( f l a g == 2) then ! ! I f auto− i r r i g a t i o n

! ! Check i f auto− i r r i g a t i o n i s t r i g g e r e d

i f ( ( ( ws t r s_ i d ( j ) == 1) . and . ( s t r sw ( j ) < auto_wstr ( j ) ) ) . or .

& ( ( ws t r s_ i d ( j )==2).and . ( ( so l_sumfc ( j )− so l_sw ( j ))> auto_wstr ( j ) ) ) )

& then

c a l l i r r _ s o u r c e ( f l a g , j )

end i f

end i f

r e t u r n
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end

irr_source.f

s u b r o u t i n e i r r _ s o u r c e ( f l a g , j )

! ! ~ ~ ~ PURPOSE ~ ~ ~

! ! t h i s s u b r o u t i n e s e l e c t s the i r r i g a t i o n s o u r c e and pe r f o r ms the

! ! s u b t r a c t i o n o f i r r i g a t i o n water from s o u r c e

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! a i r d ( : ) |mm H2O | amount o f i r r i g a t i o n water a p p l i e d to

! ! |HRU on c u r r . day t h a t sums up to so l_sw

! ! auto_wstr ( : ) | none or mm |H2O s t r e s s t h r e s h o l d t h a t t r i g g e r s i r r

! ! d e e p s t ( : ) |mm H2O | depth o f water i n deep a q u i f e r

! ! f lowmin ( : ) |m^3/ s | minimum i n s t r e a m f l o w f o r i r r i g a t i o n

! ! | d i v e r s i o n s when IRR=1, i r r i g a t i o n water

! ! | w i l l be d i v e r t e d o n l y when s t r e a m f l o w

! ! | i s a t o r above FLOWMIN.

! ! hru_sub ( : ) | none | s u b b a s i n i n which HRU i s l o c a t e d

! ! inum1 | none | r each or r e s e r v o i r number

! ! i r r a m t ( : ) |mm H20 | depth o f i r r . water a p p l i e d to HRU

! ! i r r n o ( : ) | none | i r r i g a t i o n s o u r c e l o c a t i o n

! ! | i f IRR=1, IRRNO i s the number o f the

! ! | r each

! ! | i f IRR=2, IRRNO i s the number o f the

! ! | r e s e r v o i r

! ! | i f IRR=3, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=4, IRRNO i s the number o f the

! ! | s u b b a s i n

! ! | i f IRR=5, not used

! ! i r r s c ( : ) | none | i r r i g a t i o n s o u r c e code :

! ! | 1 d i v e r t water from reach

! ! | 2 d i v e r t water from r e s e r v o i r

! ! | 3 d i v e r t water from s h a l l o w a q u i f e r

! ! | 4 d i v e r t water from deep a q u i f e r

! ! | 5 d i v e r t water from u n l i m i t e d s o u r c e

! ! i r r_mx ( : ) |mm H2O | maximum i r r amount pe r auto a p p l i c a t i o n

! ! nhru | none | number o f HRUs i n wate r shed

! ! n i r r ( : ) | none | sequence number o f i r r a p p l i c a t i o n

! ! | w i t h i n the y e a r

! ! r e s _ v o l ( : ) |m^3 | r e s e r v o i r volume

! ! r c h s t o r ( : ) |m^3 | water s t o r e d i n r each

! ! r t w t r |m^3 | water l e a v i n g r each on day
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! ! s h a l l s t ( : ) |mm H2O | depth o f water i n s h a l l o w a q u i f e r

! ! so l_sumfc ( : ) |mm H2O | amount o f H2O h e l d i n the s o i l p r o f i l e

! ! | a t f i e l d c a p a c i t y

! ! so l_sw ( : ) |mm H2O | amount o f H2O s t o r e d i n s o i l p r o f i l e on

! ! | g i v e n day

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! d e e p i r r ( : ) |mm H2O | amount o f water removed from deep a q u i f e r

! ! | f o r i r r i g a t i o n

! ! d e e p s t ( : ) |mm H2O | depth o f water i n deep a q u i f e r

! ! n i r r ( : ) | none | sequence number o f i r r i g a t i o n a p p l i c a t i o n

! ! | w i t h i n the y e a r

! ! r c h s t o r ( : ) |m^3 | water s t o r e d i n r each

! ! r e s _ v o l ( : ) |m^3 | r e s e r v o i r volume

! ! r t w t r |m^3 | water l e a v i n g r each on day

! ! s h a l l i r r ( : ) |mm H2O | amount o f H2O removed from s h a l l . aq .

! ! | f o r i r r i g a t i o n

! ! s h a l l s t ( : ) |mm H2O | depth o f water i n s h a l l o w a q u i f e r

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! cnv | none | c o n v e r s i o n f a c t o r (mm/ha => m^3)

! ! f l a g | none | i r r i g a t i o n f l a g :

! ! | 0 no i r r i g a t i o n o p e r a t i o n on c u r r e n t day

! ! | 1 s c h e d u l e d i r r i g a t i o n

! ! | 2 auto i r r i g a t i o n

! ! j | none |HRU number

! ! j r c h | none | r each number

! ! j r e s | none | r e s e r v o i r number

! ! k | none | c o u n t e r

! ! s t r _ i r r | s t r i n g | S t o r e s the s t r i n g f o r sched . o r auto− i r r

! ! vmm |mm H2O | amount o f i r r . water a p p l i e d to HRU

! ! vmma |mm H2O | max amount o f water a v a i l a b l e i n s o u r c e

! ! v o l |m^3 | volume o f i r r . water a p p l i e d to HRU

! ! w t r _ a v a i l |m^3 | volume o f water a v a i l a b l e from reach

! ! w t r i n |m^3 |H2O o u t f l o w from reach p r i o r to

! ! | s u b t r a c t i n g i r r . d i v e r s i o n s

! ! xx | ? ? ? | temporary v a r i a b l e to s t o r e temp r e s u l t s

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~

! ! I n t r i n s i c : Abs , Max , Min

! ! SWAT: i r r i g a t e

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~



248 Appendix 1

use parm

i m p l i c i t none

i n t e g e r : : f l a g , i i , j , j r c h , j r e s , k

r e a l : : cnv , vmma, vmm, vo l , w t r_ava i l , wt r in , xx

c h a r a c t e r ( l e n=8) : : s t r _ i r r

! ! C l e a r v a r i a b l e s

cnv = 0 .

vmma = 0 .

vmm = 0 .

v o l = 0 .

w t r_av a i l = 0 .

xx = 0 .

! ! Get i d e n t i f i e r numbers

j r c h = 0

j r e s = 0

i f ( i r r s c ( j ) == 1) j r c h = inum1 ! ! I f s o u r c e = reach , ge t r each number

i f ( i r r s c ( j ) == 2) j r e s = inum1 ! ! I f s o u r c e = r e s . , ge t r e s number

! ! F i l l the s t r i n g f o r s c h e d u l e d or auto− i r r i g a t i o n

i f ( f l a g == 1) s t r _ i r r = "SCHD_IRR"

i f ( f l a g == 2) s t r _ i r r = "AUTO_IRR"

! ! C a l c u l a t e maximum i r r i g a t i o n amount ===============================

s e l e c t case ( i r r s c ( j ) ) ! ! S e l e c t i r r i g a t i o n s o u r c e

case (1 ) ! ! Source −−> Reach −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( i r r n o ( j ) == j r c h ) then ! ! Check i f remove water from reach

i f ( r tw t r > ( f lowmin ( j ) ∗ 86400 . ) ) then

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

w t r_av a i l = 0 .

w t r_av a i l = r tw t r + r c h s t o r ( j r c h )

vmma = 0 . ! ! Max water a v a i l a b l e i n s o u r c e

vmma = ( wt r_av a i l − f lowmin ( j ) ∗ 86400 . ) ∗

∗ f l o w f r ( j ) / cnv

i f ( divmax ( j ) < 0 . ) then ! ! Conver t u n i t to mmH2O

xx = (Abs ( divmax ( j ) ) ∗ 10000 . ) / cnv

e l s e ! ! I f u n i t i s mm H2O, get divmax

xx = divmax ( j )

e n d i f

vmma = Min ( xx , vmma) ! ! Max i r r water to app l y

xx = 0 . ! ! C l e a r temporary v a r i a b l e

end i f

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (2 ) ! ! Source −−> R e s e r v o i r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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i f ( i r r n o ( j ) == j r e s ) then ! ! Check i f remove water from r e s

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

vmma = 0 .

vmma = r e s_vo l ( j r e s ) / cnv ! ! Max water i n s o u r c e

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (3 ) ! ! Source −−> Sha l l ow a q u i f e r −−−−−−−−−−−−−−−−−−−−−−−−−

vmma = 0 .

do k = 1 , nhru ! ! Loop HRUs to ge t water a v a i l a b l e s h a l l . aq .

i f ( hru_sub ( k ) == i r r n o ( j ) ) then

cnv = 0 .

cnv = hru_ha ( k ) ∗ 10 .

vmma = vmma + s h a l l s t ( k ) ∗ cnv ! ! Get max water i n s o u r c e

end i f

end do

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

vmma = vmma / cnv ! ! Max i r r water to app l y

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (4 ) ! ! Source −−> Deep a q u i f e r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

vmma = 0 .

do k = 1 , nhru ! ! Loop HRUs to ge t water a v a i l a b l e deep aq .

i f ( hru_sub ( k ) == i r r n o ( j ) ) then

cnv = 0 .

cnv = hru_ha ( k ) ∗ 10 .

vmma = vmma + deep s t ( k ) ∗ cnv ! ! Max water i n s o u r c e

end i f

end do

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

vmma = vmma / cnv ! ! Max i r r water to app l y

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (5 ) ! ! Source − U n l i m i t e d −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

vmma = 0 .

vmma = so l_sumfc ( j ) ! ! Max i r r water to app l y

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

end s e l e c t ! ! =======================================================

! ! Check i f water i s a v a i l a b l e from s o u r c e and , i f so , ap p l y i r r

i f (vmma > 0 . ) then

vmm = 0 .

vmm = Min ( so l_sumfc ( j ) , vmma) ! ! I f a v a i l . water from s o u r c e i s

! ! < than amount o f water i n s o i l
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! ! p r o f i l e a t f i e l d c a p a c i t y

! ! Check i f a v a i l a b l e water from s o u r c e < maximum i r r i g a t i o n amount

i f ( f l a g == 1) vmm = Min (vmm, i r r am t ( j ) ) ! ! Schedu led i r r i g a t i o n

i f ( f l a g == 2) vmm = Min (vmm, i r r_mx ( j ) ) ! ! Auto− i r r i g a t i o n

! ! S u b t r a c t i r r i g a t i o n water a p p l i e d from s o u r c e =====================

s e l e c t case ( i r r s c ( j ) ) ! ! S e l e c t i r r i g a t i o n s o u r c e

case (1 ) ! ! Source −−> Reach −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( i r r n o ( j ) == j r c h ) then ! ! Check i f remove water from reach

wt r i n = 0 .

w t r i n = r tw t r + r c h s t o r ( j r c h ) ! ! Outf low reach

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

v o l = 0 .

v o l = vmm ∗ cnv ! ! I r r . i n m^3/d

v o l = Min ( vo l , w t r_a v a i l ) ! ! I f i r r >water a v a i l .

i f ( r c h s t o r ( j r c h ) > vo l ) then ! ! Use from r c h s t o r

xx = 0 .

r c h s t o r ( j r c h ) = r c h s t o r ( j r c h ) − v o l

e l s e ! ! I f r c h s t o r i s not enough ,

xx = vo l − r c h s t o r ( j r c h ) ! ! use from r t w r t

v o l = r c h s t o r ( j r c h )

r c h s t o r ( j r c h ) = 0 .

r tw t r = r tw t r − xx

i f ( r tw t r < 0 . ) then ! ! I f v o l . < 0 , f i x i t

xx = xx + r tw t r

r tw t r = 0 .

end i f

! ! S u b t r a c t i r r i g a t i o n from reach o u t f l o w

i f ( i e v e n t > 0) then

do i i = 1 , n s t ep

h r tw t r ( i i ) = h r tw t r ( i i ) − xx

h r tw t r ( i i ) = Max ( 0 . , h r tw t r ( i i ) )

end do

end i f

end i f

v o l = vo l + xx

vmm = vo l / cnv

xx = 0 . ! ! C l e a r temporary v a r i a b l e

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (2 ) ! ! Source −−> R e s e r v o i r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( i r r n o ( j ) == j r e s ) then ! ! Check i f remove water from r e s .

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

v o l = 0 .

v o l = vmm ∗ cnv ! ! I r r i g a t i o n amount i n m^3/d

r e s_vo l ( j r e s ) = r e s_vo l ( j r e s ) − v o l

i f ( r e s_vo l ( j r e s ) < 0 . ) then ! ! I f v o l . < 0 , f i x i t
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v o l = vo l + r e s_vo l ( j r e s )

r e s_vo l ( j r e s ) = 0 .

end i f

vmm = vo l / cnv

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (3 ) ! ! Source −−> Sha l l ow a q u i f e r −−−−−−−−−−−−−−−−−−−−−−−

do k = 1 , nhru ! ! Loop HRUs to ge t water a v a i l . from s h a l l . aq .

i f ( hru_sub ( k ) == i r r n o ( j ) ) then

s h a l l s t ( k ) = s h a l l s t ( k ) − vmm

i f ( s h a l l s t ( k ) < 0 . ) then ! ! I f v o l . < 0 , f i x i t

vmm = vmm + s h a l l s t ( k )

s h a l l s t ( k ) = 0 .

end i f

s h a l l i r r ( k ) = s h a l l i r r ( k ) + vmm

end i f

end do

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

case (4 ) ! ! Source −−> Deep a q u i f e r −−−−−−−−−−−−−−−−−−−−−−−−−−−

do k = 1 , nhru ! ! Loop HRUs to ge t water a v a i l . from deep aq .

i f ( hru_sub ( k ) == i r r n o ( j ) ) then ! ! I f v o l . < 0 , f i x i t

deep s t ( k ) = deep s t ( k ) − vmm

i f ( deep s t ( k ) < 0 . ) then

vmm = vmm + deep s t ( k )

deep s t ( k ) = 0 .

end i f

d e e p i r r ( k ) = d e e p i r r ( k ) + vmm

end i f

end do

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

end s e l e c t ! ! =====================================================

! ! C a l c u l a t e the i r r i g a t i o n amount i n m^3/d

cnv = 0 .

cnv = hru_ha ( j ) ∗ 10 .

v o l = 0 .

v o l = vmm ∗ cnv ! ! I r r i g a t i o n amount i n m^3/d

! ! C a l c u l a t e the i r r i g a t i o n amount and l o s s e s

c a l l i r r i g a t e ( f l a g , j , vmm)

! ! Check i f HRU i s a p o t h o l e

i f ( po t_ f r ( j ) > 1 . e−6) then

pot_vo l ( j ) = pot_vo l ( j ) + a i r d ( j ) / ( 1 0 . ∗ pot sa ( j ) )

end i f

! ! Advance i r r i g a t i o n o p e r a t i o n number
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n i r r ( j ) = n i r r ( j ) + 1

! ! Wr i te the ou tpu t s to ’ output . mgt ’ f i l e

i f ( imgt == 1) then

w r i t e (143 , 1000) subnum ( j ) , hruno ( j ) , i y r , i_mo , i i d a ,

∗ hru_km( j ) , "␣␣␣␣␣␣␣␣␣" , s t r _ i r r , phubase ( j ) , phuacc ( j ) ,

∗ so l_sw ( j ) , bio_ms ( j ) , s o l_ r s d (1 , j ) , sol_sumno3 ( j ) ,

∗ so l_sumso lp ( j ) , a i r d ( j ) , i r r s c ( j ) , i r r n o ( j )

end i f

! ! I f i r r i g a t i o n s o u r c e i s reach , update r each s p e c i f i c pa ra mete r s

i f ( i r r s c ( j ) == 1) then

i f ( w t r i n /= r tw t r . and . w t r i n > 0 . 01 ) then

s ed r ch = sed r ch ∗ r tw t r / w t r i n

rch_san = rch_san ∗ r tw t r / w t r i n

r c h _ s i l = r c h_ s i l ∗ r tw t r / w t r i n

r ch_c l a = rch_c l a ∗ r tw t r / w t r i n

rch_sag = rch_sag ∗ r tw t r / w t r i n

r ch_ lag = rch_ lag ∗ r tw t r / w t r i n

rch_gra = rch_gra ∗ r tw t r / w t r i n

i f ( s ed r ch < 1 . e−6) then

s ed r ch = 0 .

rch_san = 0 .

r c h _ s i l = 0 .

r ch_c l a = 0 .

rch_sag = 0 .

r ch_ lag = 0 .

rch_gra = 0 .

end i f

i f ( i e v e n t > 0) then

do i i = 1 , n s t ep

h s edy l d ( i i ) = h s edy l d ( i i ) ∗ r tw t r / w t r i n

end do

end i f

end i f

end i f

end i f

1000 format ( a5 , 1 x , a4 , 3 i6 , 1 x , e10 . 5 , 1 x , 2 a15 , 7 f10 . 2 , 10 x , f10 . 2 , 70 x , i10 ,

∗ 10x , i 1 0 )

r e t u r n

end
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Coupling with ANN Model

allocate_parms.f

50 ,55 c50 ,51

< use parm

<

< ! ! Added by E s s e n f e l d e r

< l o g i c a l : : f i l e c h e c k

< i n t e g e r : : IO s t a t u s

<

−−−

> use parm

>

1802 ,1839 c1798 ,1799

< ! ! ============================

<

< ! ! Added by E s s e n f e l d e r

< a l l o c a t e ( vo l_annet (9 ,msub ) )

< vo l_annet = 0 .

< i n q u i r e ( f i l e="Xsim . c sv " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then

< open ( u n i t =101 , f i l e="Xsim . c sv " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (101 , s t a t u s=Š d e l e t e Š )

< e n d i f

< i n q u i r e ( f i l e="Xsim_db . c sv " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then

< open ( u n i t =102 , f i l e="Xsim_db . c sv " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (102 , s t a t u s=Š d e l e t e Š )

< e n d i f

< i n q u i r e ( f i l e="XwtrQlty . c s v " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then

< open ( u n i t =103 , f i l e="XwtrQlty . c s v " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (103 , s t a t u s=Š d e l e t e Š )

< e n d i f

< i n q u i r e ( f i l e="XwtrQlty_db . c sv " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then

< open ( u n i t =104 , f i l e="XwtrQlty_db . c sv " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (104 , s t a t u s=Š d e l e t e Š )

< e n d i f

< i n q u i r e ( f i l e="ySim . c sv " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then

< open ( u n i t =105 , f i l e="ySim . c sv " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (105 , s t a t u s=Š d e l e t e Š )

< e n d i f

< i n q u i r e ( f i l e="ySim_db . c sv " , e x i s t=f i l e c h e c k )

< i f ( f i l e c h e c k ) then
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< open ( u n i t =106 , f i l e="ySim_db . c sv " , i o s t a t=IOsta tu s , s t a t u s=Š o l d Š )

< i f ( IO s t a t u s == 0) c l o s e (106 , s t a t u s=Š d e l e t e Š )

< e n d i f

<

<

<

−−−

> ! ! ============================

>

1845 c1805

<

−−−

>

1847 c1807

< end

−−−

> end

\ No new l i n e at end o f f i l e

command.f

134 ,136 c134 ,135

< case (2 )

< c a l l r ou t e

< i f ( inum4 == 1) c a l l annet ! ! compute e x t e r n a l / a r t i f i c i a l

s o u r c e s ( E s s e n f e l d e r )

−−−

> case (2 )

> c a l l r ou t e

141 c140

< case (3 )

−−−

> case (3 )

144 c143

< case (4 )

−−−

> case (4 )

146 c145

< case (5 )

−−−

> case (5 )

150 c149

< case (6 )

−−−

> case (6 )

154 c153

< case (7 )



255

−−−

> case (7 )

157 c156

< case (8 )

−−−

> case (8 )

160 c159

< case (9 )

−−−

> case (9 )

162 c161

< case (10)

−−−

> case (10)

165 c164

< case (11)

−−−

> case (11)

170 c169

< case (13)

−−−

> case (13)

187 c186

< end

−−−

> end

\ No new l i n e at end o f f i l e

modparm.f

907 ,909 d906

<

< ! ! Added by E s s e n f e l d e r f o r annet c a l c u l a t i o n

< r e a l , dimens ion ( : , : ) , a l l o c a t a b l e : : vo l_annet

912 c909 ,910

< end module parm

−−−

>

> end module parm

\ No new l i n e at end o f f i l e

readfig.f

205 ,208 c205 ,207
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< nrch = nrch + 1

< inum4s ( idum ) = inum3s ( idum ) ! ! S t o r e inum3s as inum4s

< ! ! assume s u b b a s i n i s the same number as the r each ( i f z e r o )

< ! ! i f ( inum3s ( idum ) == 0) then

−−−

> nrch = nrch + 1

> ! ! assume s u b b a s i n i s the same number as the r each ( i f z e r o )

> i f ( inum3s ( idum ) == 0) then

210 c209

< ! ! end i f

−−−

> end i f

\ No new l i n e at end o f f i l e

route.f

95 ,105 d94

<

< ! ! compute c o n t r i b u t i o n o f H2O from a r t i f i c i a l s o u r c e s ( vo l_annet )

< va rou t e (2 , inum2 ) = va rou t e (2 , inum2 ) + vo l_annet (1 , inum1 )∗86400

< va rou t e (4 , inum2 ) = va rou t e (4 , inum2 ) + vo l_annet (2 , inum1 ) ! ! orgN

< va rou t e (14 , inum2 ) = va rou t e (14 , inum2 ) + vo l_annet (3 , inum1 ) ! ! NH3

< va rou t e (15 , inum2 ) = va rou t e (15 , inum2 ) + vo l_annet (4 , inum1 ) ! ! NO2

< va rou t e (6 , inum2 ) = va rou t e (6 , inum2 ) + vo l_annet (5 , inum1 ) ! ! NO3−N

< va rou t e (5 , inum2 ) = va rou t e (5 , inum2 ) + vo l_annet (6 , inum1 ) ! ! orgP

< va rou t e (7 , inum2 ) = va rou t e (7 , inum2 ) + vo l_annet (7 , inum1 ) ! ! minP

< va rou t e (16 , inum2 ) = va rou t e (16 , inum2 ) + vo l_annet (8 , inum1 ) ! ! CBOD

< va rou t e (17 , inum2 ) = va rou t e (17 , inum2 ) + vo l_annet (9 , inum1 ) ! ! DO

\ No new l i n e at end o f f i l e

annet_predata.f95

s u b r o u t i n e annet_predata

! ! ~ ~ ~ PURPOSE ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! t h i s s u b r o u t i n e p r e p a r e s the i n p u t data to be read by the annet

! ! model

! ! Author : Ar thur Hras t E s s e n f e l d e r

! ! E−mai l : a r t h u r . e s s e n f e l d e r @ u n i v e . i t

! !

! ! V e r s i o n : 1 . 0

! ! Las t update on : 07/11/2016

! !

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~
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! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! i | none | day o f the year , i n t e g e r

! ! inum1 | none | s u b b a s i n i d number

! ! hru1 | none |HRU i d number

! ! hru_ra ( : ) |MJ/m^2 | s o l a r r a d i a t i o n f o r the day i n HRU

! ! rhd ( : ) | none | r e l a t i v e humid i t y f o r the day i n HRU

! ! subp ( : ) |mm H2O | p r e c i p i t a t i o n f o r the day i n HRU

! ! tmpav ( : ) | deg C | avg a i r temp . on c u r r e n t day i n HRU

! ! u10 ( : ) |m/ s | wind speed f o r the day i n HRU

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! a r rXs im (1) |m^3/ s | f l o w out o f r each on day

! ! a r rXs im (2) | none | r e l a t i v e humid i t y f o r the day i n HRU

! ! a r rXs im (3) |mm H2O | p r e c i p i t a t i o n f o r the day i n HRU

! ! a r rXs im (4) |MJ/m^2 | s o l a r r a d i a t i o n f o r the day i n HRU

! ! a r rXs im (5) | deg C | avg a i r temp . on c u r r e n t day i n HRU

! ! a r rXs im (6) |m/ s | wind speed f o r the day i n HRU

! ! a r rXs im (7) | boo l ean | s p r i n g sea son

! ! a r rXs im (8) | boo l ean | summer sea son

! ! a r rXs im (9) | boo l ean | autumn season

! ! a r rXs im (10) | boo l ean | w i n t e r s ea son

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! i i | none | g e n e r i c c o u n t e r

! ! a r r S i z e | none | s t o r e s the s i z e o f the data a r r a y

! ! i s e a s o n | none | s t o r e s the r e s u l t s o f f u n s e a s o n

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | type | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! f u n s e a s o n ( ) | f u n c t i o n | f u n c t i o n s f o r the s e a s o n s o f y e a r :

! ! | 0 = e r r o r

! ! | 1 = w i n t e r

! ! | 2 = s p r i n g

! ! | 3 = summer

! ! | 4 = autumn

! !

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! I n i t i a l d e c l a r a t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

use parm

i m p l i c i t none
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! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! D e c l a r i n g V a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

c h a r a c t e r (16) : : f i l e name1 , f i l e name2 , f i l ename3 , f i l e n ame4

c h a r a c t e r (4 ) : : subcode

l o g i c a l : : f i l e c h e c k

i n t e g e r : : i i , kk , i c l , a r r S i z e = 14

i n t e g e r : : f unseason , i s e a s on , IO s t a t u s

r e a l , a l l o c a t a b l e : : a r rXs im ( : ) , a r rWtrQ l ty ( : )

r e a l : : cnv

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! P r e p a r i n g the i n p u t s f o r the a r r a y data −−−−−−−−−−−−−−−−−−−−−−−

! ! I n i t i a l i s i n g the ar rXs im

a l l o c a t e ( a r rXs im ( a r r S i z e ) )

a r rXs im = 0 .

! ! Load ing the data to the ar rXs im

! ! Reach v a r i a b l e s

ar rXs im (1) = rchdy (1 , inum1 ) ! ! f l o w i n (m^3/ s )

! ! Weather v a r i a b l e s

ar rXs im (2) = rhd ( hru1 ( inum1 ) ) ! ! r e l a t i v e humid i t y

ar rXs im (3) = subp ( hru1 ( inum1 ) ) ! ! p r e c i p i t a t i o n

ar rXs im (4) = hru_ra ( hru1 ( inum1 ) ) ! ! s o l a r r a d i a t i o n

ar rXs im (5) = tmpav ( hru1 ( inum1 ) ) ! ! a v e r age a i r t empe ra tu r e

ar rXs im (6) = u10 ( hru1 ( inum1 ) ) ! ! wind speed

! ! Temporal v a r i a b l e s

i s e a s o n = fun s ea son ( i )

s e l e c t case ( i s e a s o n )

case (1 ) ! ! w i n t e r

ar rXs im (10) = 1 .

case (2 ) ! ! s p r i n g

ar rXs im (7) = 1 .

case (3 ) ! ! summer

ar rXs im (8) = 1 .

case (4 ) ! ! autumn

ar rXs im (9) = 1 .

case d e f a u l t

ar rXs im (7) = 0 . ! ! S p r i n g

ar rXs im (8) = 0 . ! ! Summer

ar rXs im (9) = 0 . ! ! Autumn

ar rXs im (10) = 0 . ! ! Winter

end s e l e c t

! ! Watershed v a r i a b l e s

ar rXs im (11) = wshddayo (7 ) ! ! a c t u a l e v a p o t r a n s p i r a t i o n (mmH2O)

ar rXs im (12) = wshddayo (104) ! ! gwq to s t r e a m f l o w (mmH2O)

ar rXs im (13) = wshddayo (35) ! !H2O s t o r e d i n s o i l p r o f i l e (mmH2O)
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kk = 0 ! ! Counter f o r i r r i g a t e d HRUs

do i i =1, nhru

i f ( ( a i r d ( i i )+ q i r d ( i i ) ) >0.) then

ar rXs im (14) = ar rXs im (14) + a i r d ( i i )+ q i r d ( i i )

kk = kk + 1

e n d i f

end do

i f ( kk > 0) then

ar rXs im (14) = ar rXs im (14)/ kk ! ! I r r i g a t i o n water a p p l i e d (mmH2O)

e n d i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! P r e p a r i n g the i n p u t s f o r the a r rWtrQ l ty −−−−−−−−−−−−−−−−−−−−−−−

a l l o c a t e ( a r rWtrQ l ty ( 9 ) )

a r rWtrQ l t y = 0 .

a r rWtrQ l t y (1 ) = rchdy (1 , inum1 ) ! ! f l o w i n (m^3/ s )

a r rWtrQ l ty (2 ) = rchdy (8 , inum1 ) ! ! orgN i n ( kg N)

a r rWtrQ l ty (3 ) = rchdy (14 , inum1 ) ! !NH4 i n ( kg )

a r rWtrQ l ty (4 ) = rchdy (16 , inum1 ) ! !NO2 i n ( kg )

a r rWtrQ l ty (5 ) = rchdy (12 , inum1 ) ! !NO3 i n ( kg N)

a r rWtrQ l ty (6 ) = rchdy (10 , inum1 ) ! ! orgP i n ( kg P)

a r rWtrQ l ty (7 ) = rchdy (18 , inum1 ) ! ! s o lP i n ( kg P)

a r rWtrQ l ty (8 ) = rchdy (22 , inum1 ) ! !CBOD i n ( kg )

a r rWtrQ l ty (9 ) = rchdy (24 , inum1 ) ! ! d i s O2 i n ( kg )

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! P r e p a r a i n g the name o f the output f i l e s −−−−−−−−−−−−−−−−−−−−−−−

f i l e n ame1 = "Xsim . c sv "

f i l e n ame2 = "Xsim_db . c sv "

f i l e n ame3 = " XwtrQlty . c s v "

f i l e n ame4 = "XwtrQlty_db . c sv "

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! W r i t i n g the data to . c sv f i l e −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Check ing i f f i l e e x i s t s , o t h e r w i s e c r e a t e i t ( Xsim )

i n q u i r e ( f i l e=f i l ename1 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (9970 , f i l e=f i l ename1 , a c t i o n=Š w r i t e Š , s t a t u s=Š o l d Š , &

acces s=Š append Š )

e l s e

open (9970 , f i l e=f i l ename1 , a c t i o n=Š w r i t e Š , s t a t u s=Š r e p l a c e Š )

w r i t e (9970 , 1011)

end i f

! ! Wr i te the data to the f i l e

do i i =1, a r r S i z e

w r i t e (9970 , 1002 , advance = Š no Š ) a r rXs im ( i i )

i f ( i i /= ar rS IZE ) then

w r i t e (9970 , 1003 , advance = Š no Š ) " , "

end i f

end do



260 Appendix 1

w r i t e (9970 , ∗)

c l o s e (9970)

! ! Check ing i f f i l e e x i s t s , o t h e r w i s e c r e a t e i t ( WtrQlty )

i n q u i r e ( f i l e=f i l ename3 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (9980 , f i l e=f i l ename3 , a c t i o n=Š w r i t e Š , s t a t u s=Š o l d Š , &

acces s=Š append Š )

e l s e

open (9980 , f i l e=f i l ename3 , a c t i o n=Š w r i t e Š , s t a t u s=Š r e p l a c e Š )

w r i t e (9980 , 2011)

end i f

! ! Wr i te the data to the f i l e

do i i =1,9

w r i t e (9980 , 1002 , advance = Š no Š ) a r rWtrQ l t y ( i i )

i f ( i i /= 9) then

w r i t e (9980 , 1003 , advance = Š no Š ) " , "

end i f

end do

w r i t e (9980 , ∗)

c l o s e (9980)

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! W r i t i n g the data to . c sv da tabase f i l e −−−−−−−−−−−−−−−−−−−−−−−−

! ! Check ing i f f i l e e x i s t s , o t h e r w i s e c r e a t e i t ( Xsim )

i n q u i r e ( f i l e=f i l ename2 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (9971 , f i l e=f i l ename2 , a c t i o n=Š w r i t e Š , s t a t u s=Š o l d Š , &

acces s=Š append Š )

e l s e

open (9971 , f i l e=f i l ename2 , a c t i o n=Š w r i t e Š , s t a t u s=Š r e p l a c e Š )

w r i t e (9971 , 1001)

end i f

! ! Wr i te the data to the f i l e

w r i t e (9971 , 1004 , advance = Š no Š ) inum1

w r i t e (9971 , 1003 , advance = Š no Š ) " , "

w r i t e (9971 , 1004 , advance = Š no Š ) i_mo

w r i t e (9971 , 1003 , advance = Š no Š ) " , "

w r i t e (9971 , 1004 , advance = Š no Š ) i c l ( i i d a )

w r i t e (9971 , 1003 , advance = Š no Š ) " , "

w r i t e (9971 , 1004 , advance = Š no Š ) i y r

w r i t e (9971 , 1003 , advance = Š no Š ) " , "

do i i =1, a r r S i z e

w r i t e (9971 , 1002 , advance = Š no Š ) a r rXs im ( i i )

i f ( i i /= ar rS IZE ) then

w r i t e (9971 , 1003 , advance = Š no Š ) " , "

end i f

end do

w r i t e (9971 , ∗)

c l o s e (9971)

! ! Check ing i f f i l e e x i s t s , o t h e r w i s e c r e a t e i t ( WtrQlty )
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i n q u i r e ( f i l e=f i l ename4 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (9981 , f i l e=f i l ename4 , a c t i o n=Š w r i t e Š , s t a t u s=Š o l d Š , &

acces s=Š append Š )

e l s e

open (9981 , f i l e=f i l ename4 , a c t i o n=Š w r i t e Š , s t a t u s=Š r e p l a c e Š )

w r i t e (9981 , 2001)

end i f

! ! Wr i te the data to the f i l e

w r i t e (9981 , 1004 , advance = Š no Š ) inum1

w r i t e (9981 , 1003 , advance = Š no Š ) " , "

w r i t e (9981 , 1004 , advance = Š no Š ) i_mo

w r i t e (9981 , 1003 , advance = Š no Š ) " , "

w r i t e (9981 , 1004 , advance = Š no Š ) i c l ( i i d a )

w r i t e (9981 , 1003 , advance = Š no Š ) " , "

w r i t e (9981 , 1004 , advance = Š no Š ) i y r

w r i t e (9981 , 1003 , advance = Š no Š ) " , "

do i i =1,9

w r i t e (9981 , 1002 , advance = Š no Š ) a r rWtrQ l t y ( i i )

i f ( i i /= 9) then

w r i t e (9981 , 1003 , advance = Š no Š ) " , "

end i f

end do

w r i t e (9981 , ∗)

c l o s e (9981)

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

1001 format ( "RCH,MO,DA,YR,FLOW.SWAT,HMD,PCP, SLR ,TMP,WND,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ Spr ing , Summer , Autumn , Winter ,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ACT.EVAPT,GWQ,SOL .SW, IRR" )

1002 format ( f10 . 4 )

1003 format ( a1 )

1004 format ( i 4 )

1011 format ( "FLOW.SWAT,HMD,PCP, SLR ,TMP,WND,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ Spr ing , Summer , Autumn , Winter ,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ACT.EVAPT,GWQ,SOL .SW, IRR" )

2001 format ( "RCH,MO,DA,YR,FLOW.SWAT,ORGN,NH4,NO2,NO3,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ORGP,MINP,BOD,DO" )

2011 format ( "FLOW.SWAT,ORGN,NH4,NO2,NO3,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣ORGP,MINP,BOD,DO" )

r e t u r n

end

annet.f95

s u b r o u t i n e annet
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! ! ~ ~ ~ PURPOSE ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! t h i s s u b r o u t i n e c o n t r o l s the c a l l o f the annet f u n c t i o n

! ! Author : Ar thur Hras t E s s e n f e l d e r

! ! E−mai l : a r t h u r . e s s e n f e l d e r @ u n i v e . i t

! !

! ! V e r s i o n : 1 . 0

! ! Las t update on : 07/11/2016

! !

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! !

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! !

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! !

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | type | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! annet_predata | s u b r o u t i n e | p r e p a r e s i n p u t data to annet f u n c t i o n

! ! annet_posdata | s u b r o u t i n e | r e a d s output data from annet f u n c t i o n

! !

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! I n i t i a l d e c l a r a t i o n s

use parm

i m p l i c i t none

! ! D e c l a r i n g V a r i a b l e s

c h a r a c t e r (32) : : f i l e name , f i l ename1 , f i l e n ame2

c h a r a c t e r (4 ) : : subcode

c h a r a c t e r (2024) : : command1 , command2

l o g i c a l : : f i l e c h e c k

i n t e g e r : : XsimRows

! ! P r e p a r i n g the i n p u t data f o r the ANnet model

c a l l annet_predata

! ! P r e p a r i n g the name o f the f i l e s
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f i l e n ame = "ANnet_Simulate_Run "

w r i t e ( subcode , Š ( i 4 ) Š ) inum1

! w r i t e ( f i l ename1 , ’ ( a32 ) ’ ) t r i m ( f i l e n a m e ) // &

! t r i m ( a d j u s t l ( subcode ) ) // " . R"

! w r i t e ( f i l ename2 , ’ ( a32 ) ’ ) t r i m (" Xsim ") // &

! t r i m ( a d j u s t l ( subcode ) ) // " . c sv "

w r i t e ( f i l ename1 , Š ( a32 ) Š ) t r im ( f i l e n ame ) // " .R"

w r i t e ( f i l ename2 , Š ( a32 ) Š ) t r im ( "Xsim" ) // " . c sv "

f i l e n ame1 = t r im ( a d j u s t l ( f i l e n ame1 ) )

f i l e n ame2 = t r im ( a d j u s t l ( f i l e n ame2 ) )

! ! Check ing i f ANnet model e x i s t s

i n q u i r e ( f i l e=f i l ename1 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

! ! Check i f number o f rows i n Xsim f i l e i s enough to c a l l R

command1 = "wc␣− l ␣<␣" // t r im ( a d j u s t l ( f i l e n ame2 ) ) &

// "␣>␣XsimRows . t x t "

command1 = t r im ( a d j u s t l ( command1 ) )

c a l l EXECUTE_COMMAND_LINE(command1 , wa i t =.TRUE . )

open (510 , f i l e=ŠXsimRows . t x t Š )

read (510 ,∗ ) XsimRows

c l o s e (510 , s t a t u s=Š d e l e t e Š )

! ! I f number o f rows i s e q u a l to 30 days (1 month )

i f ( XsimRows == (30+1)) then

command2 = " R s c r i p t ␣−−v a n i l l a ␣−−d e f a u l t −packages=Šmethods ,&

␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣ s t a t s , u t i l s Š ␣ " // t r im ( a d j u s t l ( f i l e n ame1 ) )

command2 =t r im ( a d j u s t l ( command2 ) )

c a l l EXECUTE_COMMAND_LINE(command2 , wa i t =.TRUE . )

end i f

! ! Reading the output o f the ANnet model and i m p o r t i n g to SWAT

c a l l annet_posdata

end i f

r e t u r n

end

annet_posdata.f95

s u b r o u t i n e annet_posdata

! ! ~ ~ ~ PURPOSE ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! t h i s s u b r o u t i n e r e a d s the output data c r e a t e d by the annet

! ! model and i n p u t s i t to the SWAT model
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! ! Author : Ar thur Hras t E s s e n f e l d e r

! ! E−mai l : a r t h u r . e s s e n f e l d e r @ u n i v e . i t

! !

! ! V e r s i o n : 1 . 0

! ! Las t update on : 07/11/2016

! !

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! inum1 | none | s u b b a s i n i d number

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! vo l_annet ( : ) |m^3/ day | c a l c u l a t e d f l o w i n f o r the day

! ! a r rData (1 ) |m^3/ s | c a l c u l a t e d f l o w i n ( cms )

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! i i | none | g e n e r i c c o u n t e r

! ! kk | none | g e n e r i c c o u n t e r

! ! a r r S i z e | none | s t o r e s the s i z e o f the data a r r a y

! ! checkComma | none | c o u n t e r number o f " , " i n c sv f i l e

! ! c s v L i n e | none | s t r i n g to s t o r e the c sv data

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | type | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! f u n s e a s o n ( ) | f u n c t i o n | fun f o r the sea son o f the y e a r :

! ! | 0 = e r r o r

! ! | 1 = w i n t e r

! ! | 2 = s p r i n g

! ! | 3 = summer

! ! | 4 = autumn

! !

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! I n i t i a l d e c l a r a t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

use parm

i m p l i c i t none

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! D e c l a r i n g V a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

c h a r a c t e r (16) : : f i l e name , f i l ename1 , f i l e n ame2

c h a r a c t e r (4 ) : : subcode

c h a r a c t e r (2024) : : c s v L i n e
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l o g i c a l : : f i l e c h e c k

i n t e g e r : : IO s t a t u s

i n t e g e r : : i i , kk , i c l , a r r S i z e , checkComma

r e a l , a l l o c a t a b l e : : a r rData ( : ) , a r r P a r t ( : )

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! P r e p a r a i n g the name o f the output f i l e s −−−−−−−−−−−−−−−−−−−−−−−

f i l e n ame = "ySim"

w r i t e ( subcode , Š ( i 4 ) Š ) inum1

! w r i t e ( f i l ename1 , ’ ( a16 ) ’ ) t r i m ( f i l e n a m e ) // &

! t r i m ( a d j u s t l ( subcode ) ) // " . c sv "

! w r i t e ( f i l ename2 , ’ ( a16 ) ’ ) t r i m ( f i l e n a m e ) // "_" // &

! t r i m ( a d j u s t l ( subcode ) ) // " . c sv "

w r i t e ( f i l ename1 , Š ( a16 ) Š ) t r im ( f i l e n ame ) // " . c sv "

w r i t e ( f i l ename2 , Š ( a16 ) Š ) t r im ( f i l e n ame ) // "_" // " . c sv "

f i l e n ame1 = "ySim . c sv "

f i l e n ame2 = "ySim_db . c sv "

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Reading the data from the . c sv f i l e −−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Check ing i f f i l e e x i s t s

i n q u i r e ( f i l e=f i l ename1 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (115 , f i l e=f i l ename1 , a c t i o n=Š read Š , s t a t u s=Š o l d Š )

read (115 , ∗)

read (115 , Š ( a2024 ) Š ) c s vL i n e

c l o s e (115)

e l s e

c s vL i n e = " 0 ,0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 "

end i f

c s vL i n e = t r im ( c s vL i n e )

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Count ing the number o f v a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

a r r S i z e = 1

checkComma = 0

do

i f ( i ndex ( c s vL i n e ( checkComma : l e n ( c s vL i n e ) ) , Š , Š ) == 0) then

e x i t

end i f

checkComma = checkComma + &

i ndex ( c s vL i n e ( checkComma : l e n ( c s vL i n e ) ) , Š , Š )

a r r S i z e = a r r S i z e + 1

end do

a l l o c a t e ( a r rData ( a r r S i z e ) )

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! G e t t i n g the data v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Check ing i f f i l e e x i s t s

i n q u i r e ( f i l e=f i l ename1 , e x i s t=f i l e c h e c k )
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i f ( f i l e c h e c k ) then

open (115 , f i l e=f i l ename1 , a c t i o n=Š read Š , s t a t u s=Š o l d Š )

read (115 , ∗)

read (115 , ∗) a r rData

c l o s e (115)

e l s e

a r rData = 0 .

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! P a r t i t i o n i n g the t o t a l f l o w pe r r e s u r g e n c e sub−b a s i n −−−−−−−−−−

! ! Reading the f i l e c o n t a i n i n g the p a r t i t i o n i n g i n f o r m a t i o n

i n q u i r e ( f i l e=" f i l e _ a n n e t . c s v " , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

a l l o c a t e ( a r r P a r t ( 2 ) )

a r r P a r t = 0 .

open (120 , f i l e=" f i l e _ a n n e t . c s v " , a c t i o n=Š read Š , s t a t u s=Š o l d Š )

read (120 , ∗)

! ! I m p o r t i n g the data from the ANnet model −−−−−−−−−−−−−−−−−−−−−

do

read (120 , ∗ , IOSTAT=IOs t a t u s ) a r r P a r t

i f ( IO s t a t u s < 0) then

e x i t

e l s e

kk = INT ( a r r P a r t ( 1 ) )

do i i =1, 9

vo l_annet ( i i , kk ) = ar rData ( i i ) ∗ a r r P a r t (2 )

end do

e n d i f

end do

c l o s e (120)

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

e l s e

a r rP a r t = 0 .

end i f

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! W r i t t i n g r e s u l t s to f i l e −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! Check ing i f f i l e e x i s t s , o t h e r w i s e c r e a t e i t

i n q u i r e ( f i l e=f i l ename2 , e x i s t=f i l e c h e c k )

i f ( f i l e c h e c k ) then

open (9980 , f i l e=f i l ename2 , a c t i o n=Š w r i t e Š , s t a t u s=Š o l d Š , &

acces s=Š append Š )

e l s e

open (9980 , f i l e=f i l ename2 , a c t i o n=Š w r i t e Š , s t a t u s=Š r e p l a c e Š )

w r i t e (9980 , 1001)

end i f

! ! Wr i te the data to the f i l e

do kk=1,msub

w r i t e (9980 , 1004 , advance = Š no Š ) kk
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w r i t e (9980 , 1003 , advance = Š no Š ) " , "

w r i t e (9980 , 1004 , advance = Š no Š ) i_mo

w r i t e (9980 , 1003 , advance = Š no Š ) " , "

w r i t e (9980 , 1004 , advance = Š no Š ) i c l ( i i d a )

w r i t e (9980 , 1003 , advance = Š no Š ) " , "

w r i t e (9980 , 1004 , advance = Š no Š ) i y r

w r i t e (9980 , 1003 , advance = Š no Š ) " , "

do i i =1,9

w r i t e (9980 , 1002 , advance = Š no Š ) vo l_annet ( i i , kk )

i f ( i i /= ar rS IZE ) then

w r i t e (9980 , 1003 , advance = Š no Š ) " , "

end i f

end do

w r i t e (9980 , ∗)

end do

c l o s e (9980)

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

1001 format ( "RCH,MO,DA,YR,FLOW,ORGN,NH4,NO2,NO3,ORGP,MINP,BOD,DO" )

1002 format ( f10 . 4 )

1003 format ( a1 )

1004 format ( i 4 )

r e t u r n

end

funseason.f95

f u n c t i o n f un s ea son ( i d a y ) r e s u l t ( i s e a s o n )

! ! ~ ~ ~ PURPOSE ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! g i v e n the day and the month , t h i s f u n c t i o n r e t u r n s the sea son

! !

! ! ~ ~ ~ INCOMING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! i d a y | none | day o f the year , i n t e g e r

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ OUTGOING VARIABLES ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! i s e a s o n | none | s ea son o f the year , i n t e g e r :

! ! | 0 = e r r o r

! ! | 1 = w i n t e r

! ! | 2 = s p r i n g

! ! | 3 = summer
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! ! | 4 = autumn

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ LOCAL DEFINITIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! name | u n i t s | d e f i n i t i o n

! ! −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

! ! | |

! ! ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! !

! ! ~ ~ ~ SUBROUTINES/FUNCTIONS CALLED ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

! ! none

! !

! ! ~ ~ ~ ~ ~ ~ END SPECIFICATIONS ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

i m p l i c i t none

i n t e g e r : : i day , i s e a s o n

i f ( i d a y <= 79) then

i s e a s o n = 1 ! ! w i n t e r

e l s e i f ( i d a y <= 171) then

i s e a s o n = 2 ! ! s p r i n g

e l s e i f ( i d a y <= 265) then

i s e a s o n = 3 ! ! summer

e l s e i f ( i d a y <= 355) then

i s e a s o n = 4 ! ! autumn

e l s e i f ( i d a y <= 366) then

i s e a s o n = 1 ! ! w i n t e r

e l s e

i s e a s o n = 0 ! ! e r r o r

end i f

end f u n c t i o n f un s ea son
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Model Description

This appendix chapter describes the theory behind the developed ANN model. This

chapter is largely based on consolidated knowledge regarding the implementation

and use of ANN models. The following publications were used as key references

for the writing of this appendix chapter:

1. Haykin, S., 2001. Neural Networks: A Comprehensive Foundation, 2nd

Edition. Prentice Hall, Inc., Upper Saddle River, NJ, USA.

2. Hsieh, W. W., 2009. Machine Learning Methods in the Environmental

Sciences: Neural Networks and Kernels. Cambridge University Press, New

York, NY, USA.

3. Wilamowski, B. M., Irwin, J. D., 2011. The Industrial Electronics Handbook:

Intelligent Systems, 2nd Edition. CRC Press, Inc., New York, NY, USA.

The developed model ANN consists of a MLP neural networks model and can

be conĄgured to accommodate one or two hidden layers of neurons, each having

a varying number of neurons. Any neuron from a speciĄc layer is connected to all

neurons of the subsequent layer, but neurons of a same layer are never connected

among themselves. In such a way, the information is propagated forward from

the input layer to the output layer, resulting in an ANN model type known as

feedforward. Figure A3.1 depicts an example of a neuron model in a feedforward

ANN model.
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Model Type Variants

The developed ANN model can be conĄgured as four distinct variants, each of

which is described in this Section. As the developed ANN model is based upon a

MLP neural networks model, the way the information is propagated throughout

the network is similar in all available model type variants. The general equations

which describe this process are presented below:

uk,j =
n
∑

i=1

xk,i · wi,j (A3.1)

vk,j = uk,j + bj · wbj (A3.2)

yk,j = f (vk,j) (A3.3)

where i is the index of a neuron in the previous layer; j is the index of a

neuron in the current layer; k is the index of input-output patterns; n is the

total number of neurons in the previous layer; xk,i is the input signal of a neuron

i from a previous layer to a neuron j in the current layer for an input-output

patter k; wi,j is the weight connection value between a neuron i from a previous

layer with a neuron j in the current layer; uk,j is the linear output of neuron

j for an input-output pattern k; bj is the neuron j bias signal; wbj is the bias

weight connection with neuron j; vk,j is the activation potential of neuron j

for input-output pattern k; f (.) is the activation function, and; yk,j is the real

neuron output of neuron j for input-output pattern k.

Input-Output

The developed I-O model type variant is a MLP ANN model consisting of one

input layer with a varying number of input nodes, one or two hidden layer

with a varying number of neurons per layer, and one output layer with a single

output neuron7. An example of a I-O ANN model type variant is depicted in

Figure A3.2, whileFigure A3.1 depicts the Ćow of information in a neuron model.
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E (x, w) =
1

2
·

K
∑

k=1

m
∑

mj=1

e2
k,mj

(A3.5)

where k is the index of input-output patterns; K is total number of input-

output patterns; mj is the index of a neuron in the output layer; m is the total

number of neurons in the output layer; tk,mj
is the output target of neuron mj

for an input-output pattern k; ek,mj
is the absolute error between the real output

and the target of neuron mj for for an input-output pattern k; x is the input

vector; w is the weight vector, and; E (x, w) is the total SSE of the modelŠs

outputs.

Steepest Descent

The steepest descent algorithm relies on the calculation of the Ąrst order derivatives

of the total error function E (x, w) in order to Ąnd the closest minima error

in the error space. The corrections are made with respect to a gradient vector

g. In order to be applicable, the steepest descent algorithm requires the ANN

model to be conĄgured utilising activation functions that are differentiable. A list

of functions that can be used as activation functions is shown in the following

Section. The calculation of g and respective weight connections update is done

as follows:

g =
∂E(x, w)

∂w
=

⎟

∂E

∂w1

,
∂E

∂w2

, . . . ,
∂E

∂wN

]

(A3.6)

wt+1 = wt − α · gt (A3.7)

where t is the index of training iterations; N is the total number of weight

connections in the network (i.e. the number of all i and j weight connections);

α is the learning constant8; wt is the current weight vector, and; wt+1 is the

updated weight vector.

The steepest descent algorithm is know to be a stable training algorithm and

relatively easy to be implemented. However, this procedure is also known to be

8The learning constant is a value that varies between 0 and 1, controlling the rate of learning.
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of slow convergence. Besides, due to the curvature of the error surface, solutions

found when using the steepest descent algorithm may not be the best solution

globally.

Levenberg-Marquardt

The Levenberg-Marquardt training algorithm provides another option to numeri-

cally solve the problem of minimising the non-linear error function of ANN models.

Basically, this algorithm blends the previously introduced steepest descent and

the Gauss-Newton algorithms altogether. The Gauss-Newton algorithm, in turn,

is an approximation of the NewtonŠs Method, introducing the concept of the

Jacobian matrix J as a way to approximate the calculation of the Hessian matrix

H. Mathematically, the Levenberg-Marquardt algorithm approximates H as

follows:

H ≈ JT
· J + µ · I (A3.8)

where:

J =

⋃

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⨄

∂e1,1

∂w1

∂e1,1

∂w2

. . . ∂e1,1

∂wN

∂e1,2

∂w1

∂e1,2

∂w2

. . . ∂e1,2

∂wN

...
...

. . .
...

∂e1,m

∂w1

∂e1,m

∂w2

. . . ∂e1,m

∂wN

...
...

. . .
...

∂eK,m

∂w1

∂eK,m

∂w2

. . .
∂eK,m

∂wN

⋂

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(A3.9)

and:

∂ek,mj

∂wi,j

= −sk,j · F (yk,j)
′

mj ,j · xk,i (A3.10)

where k is the index of input-output patterns; K is total number of input-

output patterns; mj is the index of a neuron in the output layer; m is the total

number of neurons in the output layer; i is the index of a neuron in the previous

layer; j is the index of a neuron in the current layer; N is the total number of



278 Appendix 2

weight connections (i.e. the number of all i and j weight connections); sk,j is

the slope of the activation function f (.) of neuron j for input-output pattern k;

yk,j is the real neuron output of neuron j for an input-output pattern k; xk,i is

the input signal of a neuron i from a previous layer to a neuron j in the current

layer for an input-output patter k; F (yk,j)
′

mj ,j is the derivative of non-linear

function between neuron mj output and neuron j output; µ is the combination

coefficient9, and; I is the identity matrix.

Finally, the weight updates can be computed as follows:

wt+1 = wt −

⎞

JT
t · Jt + µ · I

)

−1
· Jt · et (A3.11)

where t is the index of training iterations; et is the error vector of the outputs;

wt is the current weight vector, and; wt+1 is the updated weight vector.

The Levenberg-Marquardt algorithm is a very stable and fast training algorithm

if compared to the steepest descent. However, because it involves the computation

of the Jacobian matrix (Eq. A3.9) and the calculation of the inverse of a matrix

(Eq. A3.7), it is usually applied only to problems with relatively small patterns

due to the huge computational demand in more complex problems.

Auxiliary Functions

This section brings a collection of auxiliary functions that may or may no be used

by the developed ANN model. This section is sub-divided in two sub-sections: i.

The Ąrst sub-section displays the equations that may be utilised to perform the

normalisation of the input data, and; ii. The second sub-section brings all the

available activation functions.

9The parameter µ controls the training process of the Levenberg-Marquardt algorithm.
When µ is very small, Eq. A3.7 resembles the Gauss-Newton algorithm; when µ is very large,
Eq. A3.7 resembles the steepest descent algorithm.



279

Normalisation Functions

The developed ANN model can normalise the input data if requested. The

following normalisation functions are available:

xnorm =
x − xmin

xmax − xmin

(A3.12)

xnorm =
x − xmean

xstDev

(A3.13)

where x is the information to be normalised; xmin is the minimum value of

the x data vector; xmax is the maximum value of the x data vector; xmean is the

mean value of the x data vector; xstDev is the standard deviation of the x data

vector, and; xnorm is the normalised value.

If input data normalisation is applied, the developed ANN will denormalise

the data after the data processing is Ąnished. The denormalisation equations are

shown below:

xdenorm = xnorm · (xmax − xmin) + xmin (A3.14)

xdenorm = xnorm · xstDev + xmean (A3.15)

where xdenorm is the denormalised value.

Neuron Activation Functions

The available activation functions are:

f (x) = x (A3.16)

f (x) =
1

1 + e−a·x
(A3.17)

f (x) = a · tanh (b · x) (A3.18)
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where x is the input variable for the activation function; a and b are shape

coefficients, and; f (.) is the activation function.

The derivatives of the activation functions are:

f (x)′ = 1 (A3.19)

f (x)′ =
a · e−a·x

(1 + e−a·x)2 (A3.20)

f (x)′ = a · b ·

⎞

1 − tanh (b · x)2
)

(A3.21)

where f (.)′ is the Ąrst derivative of the activation function.
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Source Code

This appendix chapter brings the source code of the implemented ANN model,

called ANnet. The model is written in R language and is implemented as a

function. The ANnet function is split in several modules and three main sections:

i. The Ąrst section presents the main ANnet function, which is responsible for

receiving the inputs from the user, calling the auxiliary functions and model

variants, and returning the results to the user; ii. The second section presents the

two ANN model architecture variants; iii. The third section presents the auxiliary

functions.

ANnet Function

ANnet – Main Function

########################################################################

############## ANnet − ARTIFICIAL NEURAL NETWORKS PROGRAM ##############

########################################################################

#

# This s o u r c e code i s the main f u n c t i o n to c a l l the o t h e r ANnet

# program / f u n c t i o n v a r i a n t s ( e . g . 1−or−2−h idden l a y e r e d , t r a i n i n g

# methods , o p t i m i s a t i o n a l g o r i t h m s , e t c . )

#

# d e f a u l t o p t i o n = DEF

#

# S p e c i f i c a t i o n s :

# NAME | CLASS/TYPE | DESCRIPTION

281
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#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# I n p u t | data . f rame | I n p u t data . f rame ( row data )

# Target | data . f rame | Target data . f rame ( row data )

# Model . Type | c h a r a c t e r | One o f the f o l l o w i n g :

# | | " Input −Output " (DEF)

# | | " De layed Input −Output "

# | | "NAR"

# | | "NARX"

# Model . Type . V a r i a n t | c h a r a c t e r | One o f the f o l l o w i n g :

# | | "Open−Loop " (DEF)

# | | " Close −Loop "

# | | OBS: Used o n l y f o r NAR/NARX t y p e s

# Time . Delay | i n t e g e r | Number o f t ime s t e p d e l a y s

# | | ∗∗∗ Not used when Model . Type i s

# | | " Input −Output "

# | | DEF : 0

# Data . N o r m a l i s a t i o n | l o g i c a l | Togg le s data n o r m a l i s a t i o n

# | | DEF : TRUE

# N o r m a l i s a t i o n . Method | c h a r a c t e r | One o f the f o l l o w i n g :

# | | " Fea tu r e s c a l i n g [ 0 : 1 ] " (DEF)

# | | " Fea tu r e s c a l i n g [ −1 :1 ] "

# | | " Standard Score "

# Model . S t r u c t u r e | c h a r a c t e r | One o f the f o l l o w i n g :

# | | "1−Hidden−Layered " (DEF)

# | | "2−Hidden−Layered "

# Hidden . Laye r . Neurons | i n t e g e r ( : ) | Number o f neurons−h idden l a y e r ( s )

# | | c ( h ) OR c ( h1 , h2 )

# | | DEF : ( i+j ) ∗2/3 OR

# | | DEF : ( i+j ) ∗2/3 && ( h1+j ) ∗2/3

# ActFun . Names | c h a r a c t e r ( : ) | Act . f u n c t i o n names pe r l a y e r

# | | One o f the f o l l o w i n g :

# | | " signum "

# | | " l i n e a r "

# | | " l o g s i g "

# | | " tanh "

# | | DEF : c (" tanh " , " l i n e a r " ) OR

# | | DEF : c (" tanh " , " tanh " , " l i n e a r " )

# ActFun . Parameter . a | numer ic ( : ) | Act . f u n c t i o n paramete r a

# | | Must be o f doub l e type

# | | DEF : c ( 1 . 7 1 5 9 , 1 . 0 ) OR

# | | DEF : c ( 1 . 7 1 5 9 , 1 . 7 1 5 9 , 1 . 0 )

# ActFun . Parameter . b | numer ic ( : ) | Act . f u n c t i o n paramete r b

# | | Must be o f doub l e type

# | | DEF : c ( 0 . 6 6 6 7 , 1 . 0 ) OR

# | | DEF : c ( 0 . 6 6 6 7 , 0 . 6 6 6 7 , 1 . 0 )

# T r a i n i n g . Func t i on | c h a r a c t e r | One o f the f o l l o w i n g :

# | | " Levenberg−Marquardt " (DEF)

# | | " S teepe s t −Descent "

# Datase t . D i v i s i o n . | numer ic (3 ) | F r a c t i o n o f t r a i n i n g , v a l i d a t i o n

# F a c t o r s | | and t e s t d a t a s e t s
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# | | Must be o f doub l e type

# | | DEF : c ( 0 . 7 0 , 0 . 2 0 , 0 . 1 0 )

# Max . Ensemble . Ob j e c t s | i n t e g e r | Max number ANnet o b j e c t s to save

# | | d e f a u l t = 1

# Max . T r a i n i n g . | i n t e g e r | Maximum number t r a i n i n g at tempts

# Attempts | | d e f a u l t = 1

# Max . T r a i n i n g . | i n t e g e r | Maximum number t r a i n i n g epochs

# Epochs | | d e f a u l t = 100

# Bias . Fac to r | doub l e | B ia s f a c t o r i n f l u e n c e (−1 to 1)

# | | d e f a u l t = 1 .

# Pre l oad . Weights | l o g i c a l | Check f o r l o a d pre−c o n f i g u r e d net

# | | d e f a u l t = FALSE

# Pre l oad . ANnet . Object | c h a r a c t e r | Name o f saved ANnet o b j e c t to l o a d

# | | the we ight data from

# | | d e f a u l t = " net . RData"

# P r i n t . R e s u l t s | l o g i c a l | Wr i te n u m e r i c a l r e s u l t s on c o n s o l e

# | | d e f a u l t = TRUE

# P l o t . R e s u l t s | l o g i c a l | P l o t a s e r i e s o f g r a p h i c a l r e s u l t s

# | | d e f a u l t = TRUE

# Save . R e s u l t s | l o g i c a l | Save r e s u l t s to f i l e

# | | d e f a u l t = TRUE

# P a r a l l e l . P r o c e s s i n g | l o g i c a l | Enab l e s p a r a l l e l i s a t i o n o f t a s k s

# | | d e f a u l t = TRUE

# Number . Cores | i n t e g e r | Maximum number o f c o r e s to use

# | | d e f a u l t = 1

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s ====================================

# F u n c t i o n s

source ( "ANnet−ModelTypeFunct ions .R" ) ;

# ======================================================================

# ======================================================================

#### ======================= MAIN FUNCTION ======================== ####

# ======================================================================

# I n i t i a l i s i n g the ANnet Main Program ==================================

ANnet = f u n c t i o n ( Input , Target ,

Model . Type , Model . Type . Var i ant , Time . Delay ,

Data . No rma l i s a t i on , No rma l i s a t i o n . Method ,

Model . S t r u c tu r e , Hidden . Laye r . Neurons ,
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ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

T r a i n i n g . Funct ion , Datase t . D i v i s i o n . Fac to r s ,

Max . Ensemble . Objects , Max . T r a i n i n g . Attempts ,

Max . T r a i n i n g . Epochs ,

B ia s . Factor ,

P r e l oad . Weights , P r e l oad . ANnet . Object ,

P r i n t . Re su l t s , P l o t . Re su l t s , Save . Re su l t s ,

P a r a l l e l . P ro ce s s i ng , Number . Cores ) {

# Check ing f o r m i s s i n g pa ramete r s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Model Type r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g (Model . Type ) ) { Model . Type = " Input−Output " ; }

i f ( m i s s i n g (Model . Type . Va r i a n t ) ) { Model . Type . Va r i a n t = "Open−Loop " ; }

i f (Model . Type == " Input−Output " | |

Model . Type == "Delayed ␣ Input−Output " | |

Model . Type == "NARX" ) {

i f ( m i s s i n g ( I npu t ) ) { stop ( " M i s s i ng ␣ I npu t ␣ data . f rame " ) ; }

i f ( m i s s i n g ( Target ) ) { stop ( " M i s s i ng ␣Target ␣ data . f rame " ) ; }

} e l s e i f (Model . Type == "NAR" ) {

i f ( m i s s i n g ( Target ) ) { stop ( " M i s s i ng ␣Target ␣ data . f rame " ) ; }

i f ( m i s s i n g ( I npu t ) ) { I npu t = Target ; }

}

i f ( m i s s i n g (Time . Delay ) ) { Time . Delay = as . i n t e g e r ( 0 ) ; }

e l s e { Time . Delay = as . i n t e g e r (Time . Delay ) ; }

# Data N o r m a l i s a t i o n r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Data . No rma l i s a t i o n ) ) { Data . No rma l i s a t i o n = TRUE; }

i f ( m i s s i n g ( No rma l i s a t i o n . Method ) ) {

No rma l i s a t i o n . Method = " Fea tu r e ␣ s c a l i n g ␣ [ 0 : 1 ] " ;

}

# Model s t r u c t u r e r e l a t e d pa ramte r e s −−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g (Model . S t r u c t u r e ) ) {

Model . S t r u c t u r e = "1−Hidden−Layered " ;

}

i f ( m i s s i n g ( Hidden . Laye r . Neurons ) ) {

i = nco l ( fTimeDelayData ( Input , Target , Model . Type , Time . Delay ) ) ;

j = nco l ( Target ) ;

i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {

Hidden . Laye r . Neurons = as . i n t e g e r ( round (2/3∗ ( i+j ) ) ) ;

} e l s e i f (Model . S t r u c t u r e == "2−Hidden−Layered " ) {

Hidden . Laye r . Neurons = c ( 0 , 0 ) ;

Hidden . Laye r . Neurons [ 1 ] = as . i n t e g e r ( round (2/3∗ ( i+j ) ) ) ;

Hidden . Laye r . Neurons [ 2 ] = as . i n t e g e r ( round (2/3∗

( Hidden . Laye r . Neurons [1]+ j ) ) ) ;

}

}

Hidden . Laye r . Neurons = as . i n t e g e r ( Hidden . Laye r . Neurons ) ;

# A c t i v a t i o n Funct i on r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( ActFun . Names ) ) {

i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {
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ActFun . Names = c ( " tanh " , " l i n e a r " ) ;

} e l s e i f (Model . S t r u c t u r e == "2−Hidden−Layered " ) {

ActFun . Names = c ( " tanh " , " tanh " , " l i n e a r " ) ;

}

}

i f ( m i s s i n g ( ActFun . Parameter . a ) ) {

a = as . v e c t o r ( a r r a y ( 0 . , dim=l e n g t h ( ActFun . Names ) ) ) ;

f o r ( i i n 1 : l e n g t h ( ActFun . Names ) ) {

i f ( ActFun . Names [ i ] == " signum " ) { a [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " l i n e a r " ) { a [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " l o g s i g " ) { a [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " tanh " ) { a [ i ] = 1 . 7 159 ; }

}

ActFun . Parameter . a = a ;

rm ( i , a ) ;

}

i f ( m i s s i n g ( ActFun . Parameter . b ) ) {

b = as . v e c t o r ( a r r a y ( 0 . , dim=l e n g t h ( ActFun . Names ) ) ) ;

f o r ( i i n 1 : l e n g t h ( ActFun . Names ) ) {

i f ( ActFun . Names [ i ] == " signum " ) { b [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " l i n e a r " ) { b [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " l o g s i g " ) { b [ i ] = 1 . ; }

i f ( ActFun . Names [ i ] == " tanh " ) { b [ i ] = 0 . 6 667 ; }

}

ActFun . Parameter . b = b ;

rm ( i , b ) ;

}

# T r a i n i n g Funct i on r e l a t e d paramete r −−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( T r a i n i n g . Func t i on ) ) {

T r a i n i n g . Func t i on = " Levenberg−Marquardt " ;

}

i f ( m i s s i n g ( Datase t . D i v i s i o n . Fa c t o r s ) ) {

Datase t . D i v i s i o n . Fa c t o r s = c ( 0 . 7 , 0 . 20 , 0 . 1 0 ) ;

}

i f ( m i s s i n g (Max . Ensemble . Ob j e c t s ) ) {

Max . Ensemble . Ob j e c t s = as . i n t e g e r (1 )

} e l s e {

Max . Ensemble . Ob j e c t s = as . i n t e g e r (Max . Ensemble . Ob j e c t s ) ;

}

i f ( m i s s i n g (Max . T r a i n i n g . Attempts ) ) {

Max . T r a i n i n g . Attempts = as . i n t e g e r (1 )

} e l s e {

Max . T r a i n i n g . Attempts = as . i n t e g e r (Max . T r a i n i n g . Attempts ) ;

}

i f ( m i s s i n g (Max . T r a i n i n g . Epochs ) ) {

Max . T r a i n i n g . Epochs = as . i n t e g e r (100)

}

e l s e {

Max . T r a i n i n g . Epochs = as . i n t e g e r (Max . T r a i n i n g . Epochs ) ;

}



286 Appendix 3

# Bias Fac to r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( B ia s . Fac to r ) ) { B ia s . Fac to r = 1 . 0 ; }

# Pre l oad Weight Data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( P re l oad . Weights ) ) { Pre l oad . Weights=FALSE ; }

i f ( m i s s i n g ( P re l oad . ANnet . Object ) ) { Pre l oad . ANnet . Object=" net . RData" ; }

# P r i n t R e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( P r i n t . R e s u l t s ) ) { P r i n t . R e s u l t s = TRUE; }

i f ( m i s s i n g ( P l o t . R e s u l t s ) ) { P lo t . R e s u l t s = TRUE; }

i f ( m i s s i n g ( Save . R e s u l t s ) ) { Save . R e s u l t s = TRUE; }

# P a r a l l e l i s a t i o n and M u l t i t a s k i n g −−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( P a r a l l e l . P r o c e s s i n g ) ) {

P a r a l l e l . P r o c e s s i n g = TRUE;

}

i f ( P a r a l l e l . P r o c e s s i n g ) { supp r e s sMes sage s ( l i b r a r y ( p a r a l l e l ) ) ; }

i f ( m i s s i n g (Number . Cores ) ) {

i f ( P a r a l l e l . P r o c e s s i n g ) {

Number . Cores = as . i n t e g e r ( d e t e c tCo r e s (TRUE) ) ;

}

e l s e {

Number . Cores = as . i n t e g e r ( 1 ) ;

}

} e l s e { Number . Cores = as . i n t e g e r (Number . Cores ) ; }

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Check ing i f i n p u t data c l a s s and type a r e c o r r e c t −−−−−−−−−−−−−−−−−−

CheckC las s = TRUE; # C l a s s e s a r e OK i f TRUE

# I n p u t and Target data . f rames −−−−−−−−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( Input , " data . f rame " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( Target , " data . f rame " , CheckC la s s ) ;

# Model Type and Time Delay r e l a t e d pa ramete r s −−−−−−−−−−−−

CheckC las s = fCheckC l a s s (Model . Type , " c h a r a c t e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s (Model . Type . Var i ant , " c h a r a c t e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s (Time . Delay , " i n t e g e r " , CheckC las s ) ;

# Data N o r m a l i s a t i o n r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( Data . No rma l i s a t i on , " l o g i c a l " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( No rma l i s a t i o n . Method , " c h a r a c t e r " , CheckC las s ) ;

# Model s t r u c t u r e r e l a t e d pa ramte r e s −−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s (Model . S t r u c t u r e , " c h a r a c t e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( Hidden . Laye r . Neurons , " i n t e g e r " , CheckC las s ) ;

# A c t i v a t i o n Funct i on r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( ActFun . Names ,

" c h a r a c t e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( ActFun . Parameter . a , " numer ic " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( ActFun . Parameter . b , " numer ic " , CheckC las s ) ;

# T r a i n i n g Funct i on r e l a t e d paramete r −−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( T r a i n i n g . Funct ion , " c h a r a c t e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( Datase t . D i v i s i o n . Fac to r s ,

" numer ic " , CheckC las s ) ;

CheckC las s = fCheckC l a s s (Max . Ensemble . Objects ,

" i n t e g e r " , CheckC las s ) ;
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CheckC las s = fCheckC l a s s (Max . T r a i n i n g . Attempts ,

" i n t e g e r " , CheckC las s ) ;

CheckC las s = fCheckC l a s s (Max . T r a i n i n g . Epochs ,

" i n t e g e r " , CheckC las s ) ;

# Bias Fac to r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( B ia s . Factor , " numer ic " , CheckC las s ) ;

# Pre l oad Weight Data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( P re l oad . Weights , " l o g i c a l " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( P re l oad . ANnet . Object , " c h a r a c t e r " , CheckC las s ) ;

# P r i n t R e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( P r i n t . Re su l t s , " l o g i c a l " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( P l o t . Re su l t s , " l o g i c a l " , CheckC las s ) ;

CheckC las s = fCheckC l a s s ( Save . Re su l t s , " l o g i c a l " , CheckC las s ) ;

# P a r a l l e l i s a t i o n and M u l t i t a s k i n g −−−−−−−−−−−−−−−−−−−−−−−−

CheckC las s = fCheckC l a s s ( P a r a l l e l . P roc e s s i ng , " l o g i c a l " , CheckC las s ) ;

CheckC las s = fCheckC l a s s (Number . Cores , " i n t e g e r " , CheckC las s ) ;

# Check i f any c l a s s i s i n c o r r e c t −−−−−−−−−−−−−−−−−−−−−−−−−

i f ( CheckC las s == FALSE) {

rm ( CheckC las s ) ;

stop ( "ANnet␣program␣ i s ␣ t e rm i n a t i n g ␣due␣ to ␣ e r r o r s " ) ;

} e l s e { rm ( CheckC las s ) ; }

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# I f r u n n i n g on a c l u s t e r , p r e p a r e the c l u s t e r −−−−−−−−−−−−−−−−−−−−−−−

i f ( P a r a l l e l . P r o c e s s i n g ) {

# Check ing i f Number . Cores i s <= 0 −−−−−−−−−−−−−−−−−−−−−−

i f (Number . Cores <= 0) { Number . Cores = as . i n t e g e r ( 1 ) ; }

# Updat ing the number o f c o r e s to o p t i m i s e c o r e usage

w h i l e ( (Max . T r a i n i n g . Attempts/Number . Cores ) < 1 . ) {

Number . Cores = Number . Cores − 1 ;

}

# Checking , aga in , i f Number . Cores i s <= 0 −−−−−−−−−−−−−−

i f (Number . Cores <= 0) { Number . Cores = as . i n t e g e r ( 1 ) ; }

# C r e a t i n g the c l u s t e r , o n l y i f Number . Cores > 1 −−−−−−−−

i f (Number . Cores > 1) {

c l = makePSOCKcluster (Number . Cores ) ;

# Updat ing the Max . T r a i n i n g . Attempts to a v e c t o r

tmp = i n t e g e r ( l e n g t h = Number . Cores ) ;

f o r ( i i n 1 : Number . Cores ) {

i f ( i < Number . Cores ) {

tmp [ i ] = as . i n t e g e r ( round (Max . T r a i n i n g . Attempts/Number . Cores ,

d i g i t s = 0 ) ) ;

} e l s e {

tmp [ i ] = as . i n t e g e r (Max . T r a i n i n g . Attempts − sum ( tmp ) ) ;

}

}

Max . T r a i n i n g . Attempts = tmp ;

rm ( tmp ) ;

# Message number o f c o r e s to use −−−−−−−−−−−−−−−−−−−−−−

message ( "ANnet␣ f u c t i o n ␣ w i l l ␣ use ␣" , Number . Cores , "␣ c o r e s " ) ;
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}

}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Check ing f o r p o s s i b l e u s e r e r r o r s i n the i n p u t data −−−−−−−−−−−−−−−−

Check Input s = TRUE; # I n p u t s a r e OK i f TRUE

Check Input s = fCheck I npu t s ( Input , Target ,

Model . Type , Model . Type . Var i ant , Time . Delay ,

No rma l i s a t i o n . Method ,

Model . S t r u c t u r e , Hidden . Laye r . Neurons ,

ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

T r a i n i n g . Funct ion , Datase t . D i v i s i o n . Fac to r s ,

Max . Ensemble . Objects , Max . T r a i n i n g . Attempts ,

Max . T r a i n i n g . Epochs ,

B ia s . Factor ,

P r e l oad . Weights , P r e l oad . ANnet . Object ,

Check Input s ) ;

# Check i f any c l a s s i s i n c o r r e c t −−−−−−−−−−−−−−−−−−−−−−−−

i f ( Check Input s == FALSE) {

rm ( Check Input s ) ;

stop ( "ANnet␣program␣ i s ␣ t e rm i n a t i n g ␣due␣ to ␣ e r r o r s " ) ;

} e l s e { rm ( Check Input s ) ; }

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# C a l l i n g the ANnet f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

#P r i n t i n g p r o g r e s s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

cat ( " P r og r e s s : ␣ " ) ;

p r o g r e s sBa r = t x tP r o g r e s sBa r (0 , Max . Ensemble . Objects , s t y l e =3);

p rog r e s sCoun t = 0 ;

# P r e p a r i n g the l i s t o b j e c t to s t o r e the r e s u l t s −−−−−−−−−−−

ANnetL i s tHeader = paste ( rep ( " net " , Max . Ensemble . Ob j e c t s ) ,

c ( 1 :Max . Ensemble . Ob j e c t s ) , sep = " " ) ;

ANnetL i s t = v e c t o r ( " l i s t " , Max . Ensemble . Ob j e c t s ) ;

names ( ANnetL i s t ) = ANnetL i s tHeader ;

rm ( ANnetL i s tHeader ) ;

# C a l l i n g the ANnet f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f o r ( iEnsemb le i n 1 :Max . Ensemble . Ob j e c t s ) {

source ( "ANnet−Tra i n i n g .R" ) ;

i f ( P a r a l l e l . P r o c e s s i n g && Number . Cores > 1) {

c l u s t e r E v a lQ ( c l , { source ( "ANnet−Tra i n i n g .R" ) } ) ;

n e t c l = pa rLapp l y ( c l , Max . T r a i n i n g . Attempts , ANnetTra in ing ,

I npu t=Input , Target=Target ,

Model . S t r u c t u r e=Model . S t r u c tu r e ,

Model . Type=Model . Type ,

Model . Type . Va r i a n t=Model . Type . Var i ant ,

Time . Delay=Time . Delay ,

Data . No rma l i s a t i o n=Data . No rma l i s a t i on ,

No rma l i s a t i o n . Method=No rma l i s a t i o n . Method ,

Hidden . Laye r . Neurons=Hidden . Laye r . Neurons ,
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ActFun . Names=ActFun . Names ,

ActFun . Parameter . a=ActFun . Parameter . a ,

ActFun . Parameter . b=ActFun . Parameter . b ,

T r a i n i n g . Func t i on=Tra i n i n g . Funct ion ,

Datase t . D i v i s i o n . Fa c t o r s=Datase t . D i v i s i o n . Fac to r s ,

Max . T r a i n i n g . Epochs=Max . T r a i n i n g . Epochs ,

B ia s . Fac to r=Bia s . Factor ,

P r e l oad . Weights=Pre l oad . Weights ,

P r e l oad . ANnet . Object=Pre l oad . ANnet . Object ) ;

} e l s e {

net = t r yCa t ch ({ ANnetTra in ing (Max . T r a i n i n g . Attempts ,

Input , Target ,

Model . S t r u c tu r e , Model . Type ,

Model . Type . Var i an t , Time . Delay ,

Data . No rma l i s a t i on , No rma l i s a t i o n . Method ,

Hidden . Laye r . Neurons ,

ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

T r a i n i n g . Funct ion ,

Datase t . D i v i s i o n . Fac to r s ,

Max . T r a i n i n g . Epochs ,

B ia s . Factor ,

P r e l oad . Weights , P r e l oad . ANnet . Object )} ,

e r r o r=f u n c t i o n ( e ) {

message ( "An␣ e r r o r ␣ o c cu r r e d ␣ wh i l e ␣ c a l l i n g ␣ the ␣" ,

" f u n c t i o n ␣ANnetTra in ing " ) ;

message ( e ) ;

stop ( "The␣program␣ i s ␣ t e rm i n a t i n g " ) ;

} ) ;

}

# I f r u n n i n g on a c l u s t e r , e x t r a c t b e s t r e s u l t −−−−−−−−−−

i f ( P a r a l l e l . P r o c e s s i n g && Number . Cores > 1) {

f o r ( i i n 1 : l e n g t h ( n e t c l ) ) {

i f ( i == 1) {

net = n e t c l [ [ i ] ] ;

} e l s e {

i f (min ( s l o t ( net , " T r a i n i n gR e s u l t s " )$SSE [ 2 , ] ) >

min ( s l o t ( n e t c l [ [ i ] ] , " T r a i n i n gR e s u l t s " )$SSE [ 2 , ] ) ) {

net = n e t c l [ [ i ] ] ;

}

}

}

rm ( n e t c l ) ;

}

# S t o r e b e s t r e s u l t i n an ANnet Ensemble Object −−−−−−−−−

o p t i o n s ( warn=−1);

ANnetL i s t [ iEnsemb le ] = net ;

o p t i o n s ( warn=0);

rm ( net ) ;

# Updat ing the p r o g r e s s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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p rog r e s sCoun t = prog r e s sCoun t + 1 ;

s e tTx tP rog r e s sBa r ( p rog r e s sBa r , p rog r e s sCoun t ) ;

}

# I f r u n n i n g on a c l u s t e r , s top i t −−−−−−−−−−−−−−−−−−−−−−−−

i f ( P a r a l l e l . P r o c e s s i n g && Number . Cores > 1) { s t o pC l u s t e r ( c l ) ; }

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Save u s e r d e f i n e d r e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( P r i n t . R e s u l t s ) { fW r i t eR e s u l t s ( ANnetL i s t ) ; }

i f ( P l o t . R e s u l t s ) {

f P l o t S c a t t e r ( ANnetL i s t ) ;

f P l o tE r r o rH i s t o g r am ( ANnetL i s t ) ;

f P l o tT imeS e r i e s ( ANnetL i s t ) ;

fP lotSSE ( ANnetL i s t ) ;

}

i f ( Save . R e s u l t s ) {

save ( ANnetList , f i l e=Š net . RData Š ) ;

f P l o t S c a t t e r ( ANnetList , Save . R e s u l t s ) ;

f P l o tE r r o rH i s t o g r am ( ANnetList , Save . R e s u l t s ) ;

f P l o tT imeS e r i e s ( ANnetList , Save . R e s u l t s ) ;

fP lotSSE ( ANnetList , Save . R e s u l t s ) ;

}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# R etu r n i n g the c a l c u l a t e d ANnet o b j e c t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

rm ( l i s t=s e t d i f f ( l s f . s t r ( ) , "ANnet " ) ) ;

gc ( ) ; # R e l e a s e memory

r e t u r n ( ANnetL i s t )

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

}

# ======================================================================

# ======================================================================

#### ==================== AUXILIARY FUNCTIONS ===================== ####

# ======================================================================

# f C h e c k C l a s s Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fCheckC l a s s = f u n c t i o n ( Object , C la s s , CheckC l a s sS ta t e ) {

i f ( c l a s s ( Object ) != C l a s s ) {

message ( "ERROR: ␣Wrong␣ c l a s s ␣ o f ␣" ,

deparse ( s u b s t i t u t e ( Object ) ) ,

"␣ paramete r " ) ;

message ( "␣␣␣␣␣␣␣Got␣ c l a s s ␣ Š " , c l a s s ( Object ) ,

" Š ␣ wh i l e ␣ r e q u i r e d ␣ c l a s s ␣ i s ␣ Š " , C la s s , " Š " ) ;

r e t u r n (FALSE ) ;

}

i f ( CheckC l a s sS ta t e == FALSE) { # Proceed to check f o r e r r o r s

r e t u r n (FALSE ) ;

} e l s e {

r e t u r n (TRUE)

}
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}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# f C h e c k I n p u t s Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fChe ck I npu t s = f u n c t i o n ( Input , Target ,

Model . Type , Model . Type . Var i ant , Time . Delay ,

No rma l i s a t i o n . Method ,

Model . S t r u c tu r e , Hidden . Laye r . Neurons ,

ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

T r a i n i n g . Funct ion , Datase t . D i v i s i o n . Fac to r s ,

Max . Ensemble . Objects , Max . T r a i n i n g . Attempts ,

Max . T r a i n i n g . Epochs ,

B ia s . Factor ,

P r e l oad . Weights , P r e l oad . ANnet . Object ,

Check I npu t sS t a t e ) {

# I n i t i a l i z i n g Check Input s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Check Input s = TRUE;

# I n p u t and Target data . f rames −−−−−−−−−−−−−−−−−−−−−−−−−−−−

i = nco l ( I npu t ) ;

j = nco l ( Target ) ;

k = nrow ( I npu t ) ;

k t = nrow ( Target ) ;

i f ( k != kt ) {

message ( "ERROR: ␣ I n v a l i d ␣ I npu t /Target ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣ D i f f e r e n t ␣row␣ d imens i on s ␣ o f ␣ I npu t ␣and␣Target ␣" ,

"Data . Frames " ) ;

Check Input s = FALSE ;

}

rm ( kt ) ;

i f ( j != 1) {

message ( "ERROR: ␣ I n v a l i d ␣ I npu t /Target ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣ Cu r r e n t l y , ␣ the ␣ANnet␣ f u n c t i o n ␣works ␣wi th ␣ on l y ␣one␣" ,

" output ␣ v a r i a b l e " ) ;

Check Input s = FALSE ;

}

# Model Type and Time Delay r e l a t e d pa ramete r s −−−−−−−−−−−−

i f (Model . Type != " Input−Output " &&

Model . Type != " Delayed ␣ Input−Output " &&

Model . Type != "NAR" &&

Model . Type != "NARX" ) {

message ( "ERROR: ␣ I n v a l i d ␣Model . Type␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Input−Output Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š De layed ␣ Input−Output Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ ŠNARŠ " ) ;

message ( "␣␣␣␣␣␣␣␣␣ ŠNARXŠ " ) ;

Check Input s = FALSE ;

}

i f (Model . Type . Va r i a n t != "Open−Loop " &&
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Model . Type . Va r i a n t != " Close−Loop " ) {

message ( "ERROR: ␣ I n v a l i d ␣Model . Type . Va r i a n t ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ ŠOpen−Loop Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š C lose−Loop Š " ) ;

Check Input s = FALSE ;

}

i f (Model . Type . Va r i a n t == " Close−Loop " ) {

i f (Model . Type != "NAR" &&

Model . Type != "NARX" ) {

message ( "WARNING: ␣ I n v a l i d ␣ s e l e c t i o n ␣ o f ␣Model . Type . Va r i a n t " ) ;

message ( "␣␣␣␣␣␣␣␣␣Changing ␣Model . Type . Va r i a n t ␣ to ␣ ŠOpen−Loop Š " ) ;

Model . Type . Va r i a n t = "Open−Loop " ;

}

}

i f (Time . Delay <= 0) {

i f (Model . Type == "Delayed ␣ Input−Output " | |

Model . Type == "NAR" | |

Model . Type == "NARX" ) {

message ( "ERROR: ␣ I n v a l i d ␣Time . Delay ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣a␣ p o s i t i v e ␣ i n t e g e r ␣ v a l u e " ) ;

Check Input s = FALSE ;

}

}

# Data N o r m a l i s a t i o n r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−−

i f ( No rma l i s a t i o n . Method != " Fea tu r e ␣ s c a l i n g ␣ [ 0 : 1 ] " &&

No rma l i s a t i o n . Method != " Fea tu r e ␣ s c a l i n g ␣ [ −1 :1 ] " &&

No rma l i s a t i o n . Method != " Standard ␣ Score " ) {

message ( "ERROR: ␣ I n v a l i d ␣ No rma l i s a t i o n . Method␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Fea tu r e ␣ s c a l i n g ␣ [ 0 : 1 ] Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Fea tu r e ␣ s c a l i n g ␣ [ −1 :1 ] Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Standard ␣Score Š " ) ;

Check Input s = FALSE ;

}

# Model s t r u c t u r e r e l a t e d pa ramte r e s −−−−−−−−−−−−−−−−−−−−−−

i f (Model . S t r u c t u r e != "1−Hidden−Layered " &&

Model . S t r u c t u r e != "2−Hidden−Layered " ) {

message ( "ERROR: ␣ I n v a l i d ␣Model . S t r u c t u r e ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š1−Hidden−Layered Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š2−Hidden−Layered Š " ) ;

Check Input s = FALSE ;

}

i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {

i f ( l e n g t h ( Hidden . Laye r . Neurons ) != 1) {

message ( "ERROR: ␣ I n v a l i d ␣Hidden . Laye r . Neurons ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( h ) , ␣where ␣h␣ i s ␣ the ␣number␣ o f ␣" ,

" neurons ␣ i n ␣ the ␣ h idden ␣ l a y e r " ) ;

Check Input s = FALSE ;
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}

} e l s e i f (Model . S t r u c t u r e == "2−Hidden−Layered " ) {

i f ( l e n g t h ( Hidden . Laye r . Neurons ) != 2) {

message ( "ERROR: ␣ I n v a l i d ␣Hidden . Laye r . Neurons ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( h1 , h2 ) , ␣where ␣h1␣ i s ␣ the ␣" ,

" number␣ o f ␣ neurons ␣ i n ␣ the ␣ f i r s t ␣ h idden ␣ l a y e r n ␣and␣h2␣ i s ␣" ,

" the ␣number␣ o f ␣ neurons ␣ i n ␣ the ␣ second ␣ h idden ␣ l a y e r " ) ;

Check Input s = FALSE ;

}

}

# A c t i v a t i o n Funct i on r e l a t e d pa ramete r s −−−−−−−−−−−−−−−−−−

i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {

i f ( l e n g t h ( ActFun . Names ) != 2) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Names␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c (nam1 , nam2 ) , ␣where ␣nam1␣ i s ␣ the ␣" ,

"name␣ o f ␣ the ␣ a c t i v a t i o n ␣ f u n c t i o n ␣ f o r ␣ the ␣ conne c t i on ␣" ,

" input−h idden ␣ l a y e r s ␣and␣nam2␣ i s ␣ the ␣name␣ o f ␣ the ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ f o r ␣ the ␣ connec t i on ␣ hidden−output ␣" ,

" l a y e r s " ) ;

Check Input s = FALSE ;

}

i f ( l e n g t h ( ActFun . Parameter . a ) != 2) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Parameter . a␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( a1 , a2 ) , ␣where ␣a1␣ i s ␣ the ␣ v a l u e ␣" ,

" o f ␣ the ␣ paramete r ␣a␣ f o r ␣ the ␣ s e l e c t e d ␣ a c t i v a t i o n ␣" ,

" f u n c t i o n ␣ i n ␣ the ␣ connec t i on ␣ input−h idden ␣ l a y e r s ␣and␣a2␣" ,

" i s ␣ the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣a␣ f o r ␣ the ␣ s e l e c t e d ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣ hidden−output ␣" ,

" l a y e r s " ) ;

Check Input s = FALSE ;

}

i f ( l e n g t h ( ActFun . Parameter . b ) != 2) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Parameter . b␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( b1 , b2 ) , ␣where ␣b1␣ i s ␣ the ␣ v a l u e ␣" ,

" o f ␣ the ␣ paramete r ␣b␣ f o r ␣ the ␣ s e l e c t e d ␣ a c t i v a t i o n ␣" ,

" f u n c t i o n ␣ i n ␣ the ␣ connec t i on ␣ input−h idden ␣ l a y e r s ␣and␣b2␣" ,

" i s ␣ the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣b␣ f o r ␣ the ␣ s e l e c t e d ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣ hidden−output ␣" ,

" l a y e r s " ) ;

Check Input s = FALSE ;

}

} e l s e i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {

i f ( l e n g t h ( ActFun . Names ) != 3) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Names␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c (nam1 , nam2 , nam3 ) , ␣where ␣nam1␣" ,

" i s ␣ the ␣name␣ o f ␣ the ␣ a c t i v a t i o n ␣ f u n c t i o n ␣ f o r ␣ the ␣" ,

" conne c t i on ␣ input−h idden1 ␣ l a y e r s , ␣nam2␣ i s ␣ the ␣name␣ o f ␣" ,

" the ␣ a c t i v a t i o n ␣ f u n c t i o n ␣ f o r ␣ the ␣ conne c t i on ␣" ,

" h idden1−h idden2 ␣ l a y e r s , ␣and␣nam3␣ i s ␣ the ␣name␣ o f ␣ the ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ f o r ␣ the ␣ connec t i on ␣ hidden2−output ␣" ,
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" l a y e r s " ) ;

Check Input s = FALSE ;

}

i f ( l e n g t h ( ActFun . Parameter . a ) != 3) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Parameter . a␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( a1 , a2 , a3 ) , ␣where ␣a1␣ i s ␣ the ␣" ,

" v a l u e ␣ o f ␣ the ␣ paramete r ␣a␣ f o r ␣ the ␣ s e l e c t e d ␣ a c t i v a t i o n ␣" ,

" f u n c t i o n ␣ i n ␣ the ␣ connec t i on ␣ input−h idden1 ␣ l a y e r s , ␣a2␣ i s ␣" ,

" the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣a␣ f o r ␣ the ␣ s e l e c t e d ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣ hidden1−h idden2 ␣" ,

" l a y e r s , ␣and␣a3␣ i s ␣ the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣a␣ f o r ␣ the ␣" ,

" s e l e c t e d ␣ a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣" ,

" h idden2−output ␣ l a y e r s " ) ;

Check Input s = FALSE ;

}

i f ( l e n g t h ( ActFun . Parameter . b ) != 3) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Parameter . b␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( b1 , b2 , b3 ) , ␣where ␣b1␣ i s ␣ the ␣" ,

" v a l u e ␣ o f ␣ the ␣ paramete r ␣b␣ f o r ␣ the ␣ s e l e c t e d ␣ a c t i v a t i o n ␣" ,

" f u n c t i o n ␣ i n ␣ the ␣ connec t i on ␣ input−h idden1 ␣ l a y e r s , ␣b2␣ i s ␣" ,

" the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣b␣ f o r ␣ the ␣ s e l e c t e d ␣" ,

" a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣ hidden1−h idden2 ␣" ,

" l a y e r s , ␣and␣b3␣ i s ␣ the ␣ v a l u e ␣ o f ␣ the ␣ paramete r ␣b␣ f o r ␣ the ␣" ,

" s e l e c t e d ␣ a c t i v a t i o n ␣ f u n c t i o n ␣ i n ␣ the ␣ conne c t i on ␣" ,

" h idden2−output ␣ l a y e r s " ) ;

Check Input s = FALSE ;

}

}

f o r ( i i n 1 : l e n g t h ( ActFun . Names ) ) {

i f ( ActFun . Names [ i ] != " signum " &&

ActFun . Names [ i ] != " l i n e a r " &&

ActFun . Names [ i ] != " l o g s i g " &&

ActFun . Names [ i ] != " tanh " ) {

message ( "ERROR: ␣ I n v a l i d ␣ActFun . Names␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š signum Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š l i n e a r Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š l o g s i g Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š tanh Š " ) ;

Check Input s = FALSE ;

}

}

# T r a i n i n g Funct i on r e l a t e d paramete r −−−−−−−−−−−−−−−−−−−−−

i f ( T r a i n i n g . Func t i on != " Levenberg−Marquardt " &&

Tra i n i n g . Func t i on != " S teepe s t−Descent " ) {

message ( "ERROR: ␣ I n v a l i d ␣ T r a i n i n g . Func t i on ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣one␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Levenberg−Marquardt Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š S teepe s t−Descent Š " ) ;

Check Input s = FALSE ;
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}

i f ( sum ( Datase t . D i v i s i o n . Fa c t o r s ) != 1 . ) {

message ( "ERROR: ␣ I n v a l i d ␣Datase t . D i v i s i o n . Fa c t o r s ␣ i n pu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( a , b , c ) , ␣where ␣a␣ i s ␣ the ␣ f a c t o r ␣" ,

" o f ␣ data ␣ to ␣be␣ used ␣ f o r ␣ Tra in i ng , ␣b␣ i s ␣ the ␣ f a c t o r ␣ o f ␣ data ␣" ,

" to ␣be␣ used ␣ f o r ␣ Va l i d a t i o n , ␣and␣c␣ i s ␣ the ␣ f a c t o r ␣ o f ␣ data ␣" ,

" to ␣be␣ used ␣ f o r ␣ Te s t i ng " ) ;

message ( "␣␣␣␣␣␣␣Also , ␣ the ␣ r e s u l t i n g ␣sum␣ o f ␣a+b+c␣must␣ equa l ␣1" ) ;

Check Input s = FALSE ;

}

f o r ( i i n 1 : l e n g t h ( Datase t . D i v i s i o n . Fa c t o r s ) ) {

i f ( Datase t . D i v i s i o n . Fa c t o r s [ i ] < 1/k ) {

message ( "ERROR: ␣ I n v a l i d ␣Datase t . D i v i s i o n . Fa c t o r s ␣ i n pu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣ o f ␣ type ␣c ( a , b , c ) , ␣where ␣a␣ i s ␣ the ␣ f a c t o r ␣" ,

" o f ␣ data ␣ to ␣be␣ used ␣ f o r ␣ Tra in i ng , ␣b␣ i s ␣ the ␣ f a c t o r ␣ o f ␣ data ␣" ,

" to ␣be␣ used ␣ f o r ␣ Va l i d a t i o n , ␣and␣c␣ i s ␣ the ␣ f a c t o r ␣ o f ␣ data ␣" ,

" to ␣be␣ used ␣ f o r ␣ Te s t i ng " ) ;

message ( "␣␣␣␣␣␣␣Also , ␣a , ␣b , ␣and␣c␣must␣be␣ v a l i d ␣ p o s i t i v e ␣ v a l u e s " ) ;

Check Input s = FALSE ;

}

}

f o r ( i i n 1 : l e n g t h (Max . T r a i n i n g . Attempts ) ) {

i f (Max . T r a i n i n g . Attempts [ i ] < 1) {

message ( "ERROR: ␣ I n v a l i d ␣Max . T r a i n i n g . Attempts ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣a␣ p o s i t i v e ␣ i n t e g e r ␣ v a l u e " ) ;

Check Input s = FALSE ;

}

}

i f (Max . Ensemble . Ob j e c t s < 1) {

message ( "ERROR: ␣ I n v a l i d ␣Max . Ensemble . Ob j e c t s ␣ i n pu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣a␣ p o s i t i v e ␣ i n t e g e r ␣ v a l u e " ) ;

Check Input s = FALSE ;

}

i f (Max . T r a i n i n g . Epochs < 1) {

message ( "ERROR: ␣ I n v a l i d ␣Max . T r a i n i n g . Epochs ␣ i npu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣a␣ p o s i t i v e ␣ i n t e g e r ␣ v a l u e " ) ;

Check Input s = FALSE ;

}

# Bias Fac to r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( B ia s . Fac to r < −1. | | B ia s . Fac to r > 1 . ) {

message ( "ERROR: ␣ I n v a l i d ␣ B ia s . Fac to r ␣ i n pu t " ) ;

message ( "␣␣␣␣␣␣␣Must␣be␣a␣ r e a l ␣ v a l u e ␣ ranged ␣between ␣−1.␣and␣ 1 . " ) ;

Check Input s = FALSE ;

}

# Pre l oad Weight Data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( P r e l oad . Weights ) {

i f ( s u b s t r ( P re l oad . ANnet . Object ,

nchar ( P re l oad . ANnet . Object )−5 ,

nchar ( P re l oad . ANnet . Object ) ) != " . RData" ) {

message ( "ERROR: ␣ I n v a l i d ␣ Pre l oad . ANnet . Object ␣ i n pu t " ) ;
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message ( "␣␣␣␣␣␣␣Must␣be␣a␣ Š . RData Š ␣ o b j e c t " ) ;

Check Input s = FALSE ;

}

i f ( c l a s s ( get ( l oad ( P re l oad . ANnet . Object ) ) ) != "ANnet" ) {

message ( "ERROR: ␣ I n v a l i d ␣ Pre l oad . ANnet . Object ␣ i n pu t " ) ;

message ( "␣␣␣␣␣␣␣ObjectmMust␣be␣ o f ␣ ŠANnet Š ␣ c l a s s " ) ;

Check Input s = FALSE ;

}

}

# Check I n p u t s S t a t e −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( Check I npu t sS ta t e == FALSE) { # Proceed to check f o r e r r o r s

r e t u r n (FALSE)

} e l s e {

r e t u r n ( Check Input s )

}

}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ======================================================================

ANnet Modules

ANnet Activation Functions

########################################################################

########### ANnet − ACTIVATION FUNCTIONS AND 1ST DERIVATIVES ###########

########################################################################

#

# This s c r i p t c o n t a i n s the a c t i v a t i o n f u n c t i o n s and t h e i r d e r i v a t i v e s to

# be used by the ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# f ( ) −−> Funct i on : r e t u r n s the v a l u e o f the a c t i v a t i o n f u n c t i o n

# fd ( ) −−> Funct i on : r e t u r n s the v a l u e o f the 1 s t d e r i v a t i v e o f the

# a c t i v a t i o n f u n t i o n

# fn −−> The a c t i v a t i o n f u n c t i o n name

# a −−> Parameter a ( o p t i o n a l )

# b −−> Parameter b ( o p t i o n a l )

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################
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########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

supp r e s sMes sage s ( l i b r a r y ( pracma ) ) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# A c t i v a t i o n F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f = f u n c t i o n ( Input , a c t i v a t i o n . f u n c t i o n . name ,

paramete r . a , pa ramete r . b ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f n = a c t i v a t i o n . f u n c t i o n . name ;

X = Inpu t ;

a = as . double ( paramete r . a ) ;

b = as . double ( paramete r . b ) ;

# Computing the a c t i v a t i o n f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−

i f ( fn == " signum " ) { f = i f e l s e (X > 0 . , X/X, −X/X) ;

f = i f e l s e (X == 0 . , 0 . /X, f ) ; }

e l s e i f ( fn == " l i n e a r " ) { f = X; }

e l s e i f ( fn == " l o g s i g " ) { f = 1 . / (1.+ exp(−a∗X) ) ; }

e l s e i f ( fn == " tanh " ) { f = a∗ tanh ( b∗X) ; }

r e t u r n ( f ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# A c t i v a t i o n F u n c t i o n s − F i r s t D e r i v a t i v e −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f d = f u n c t i o n ( Input , a c t i v a t i o n . f u n c t i o n . name ,

paramete r . a , pa ramete r . b ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f n = a c t i v a t i o n . f u n c t i o n . name ;

X = Inpu t ;

a = as . double ( paramete r . a ) ;

b = as . double ( paramete r . b ) ;

# Computing the a c t i v a t i o n f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−

i f ( fn == " signum " ) { fd = i f e l s e (X == 0 . , X/X, 0 . /X) ; }

e l s e i f ( fn == " l i n e a r " ) { fd = X/X; }

e l s e i f ( fn == " l o g s i g " ) { fd = a∗X∗ (1.−X) ; }

e l s e i f ( fn == " tanh " ) { fd = (b/a )∗ ( a−X)∗ ( a+X) ; }

r e t u r n ( fd ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

ANnet Auxiliary Functions

########################################################################

##################### ANnet − AUXILIARY FUNCTIONS ######################

########################################################################
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#

# This s c r i p t c o n t a i n s a s e t o f a u x i l i a r y f u n c t i o n s to be used by the

# ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# f F e e d f o r w a r d −−> Funct i on : Per fo rms the f e e d f o r w a r d s t e p o f an

# ANnet 1h or 2h f u n c t i o n

# f B a c k p r o p a g a t i o n −−> Funct i on : Per fo rms the b a c k p r o p a g a t i o n s t e p o f an

# ANnet 1h or 2h f u n c t i o n

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Feedfo rward s t e p Funct i on ============================================

f F e ed f o rwa rd = f u n c t i o n ( I npu t . Data , ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

Hidden2 . Laye r . Weights , Output . Laye r . Weights ,

Hidden2 . Laye r . Bias , Output . Laye r . Bias ,

Hidden2 . Laye r . B ia s . Weights , Output . Laye r . B ia s . Weights ,

Hidden1 . Laye r . Weights , Hidden1 . Laye r . Bias ,

Hidden1 . Laye r . B ia s . Weights ) {

# Loading the data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

X = Inpu t . Data ;

ActFun = ActFun . Names ;

a = ActFun . Parameter . a ;

b = ActFun . Parameter . b ;

Wh2 = Hidden2 . Laye r . Weights ;

Wo = Output . Laye r . Weights ;

Bh2 = Hidden2 . Laye r . B ia s ;

Bo = Output . Laye r . B ia s ;

WBh2 = Hidden2 . Laye r . B ia s . Weights ;

WBo = Output . Laye r . B ia s . Weights ;

# G e t t i n g u s e f u l i n f o r m a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

k = NROW(X ) ;

i = NCOL(X ) ;

h2 = NROW(Wo) ;

j = NCOL(Wo) ;

# Check ing i f 1 or 2 hidden−l a y e r e d ANnet −−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Hidden1 . Laye r . Weights ) &&

m i s s i n g ( Hidden1 . Laye r . B ia s ) &&
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m i s s i n g ( Hidden1 . Laye r . B ia s . Weights ) ) {

Wh1 = NULL ;

Bh1 = NULL ;

WBh1 = NULL ;

h1 = 0 ;

} e l s e i f ( m i s s i n g ( Hidden1 . Laye r . Weights ) | |

m i s s i n g ( Hidden1 . Laye r . B ia s ) | |

m i s s i n g ( Hidden1 . Laye r . B ia s . Weights ) ) {

stop ( " M i s s i ng ␣ arguments ␣ f o r ␣ the ␣ f e e d f o rwa r d ␣ f u n c t i o n " )

} e l s e {

Wh1 = Hidden1 . Laye r . Weights ;

Bh1 = Hidden1 . Laye r . B ia s ;

WBh1 = Hidden1 . Laye r . B ia s . Weights ;

h1 = i f e l s e ( i s . n u l l (Wh1) , 0 , NCOL(Wh1 ) ) ;

}

# C a l c u l a t i n g the Feed fo rward s t e p −−−−−−−−−−−−−−−−−−−−−−−−

i f ( h1==0) { # I f 1−hidden−l a y e r e d , then −−−−−−

# Hidden l a y e r

Ah2 = X %∗% Wh2 + Bh2 %∗% t (WBh2) ;

Yh2 = f (Ah2 , ActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

Sh2 = fd (Yh2 , ActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

# Output l a y e r

Ao = Yh2 %∗% Wo + Bo %∗% t (WBo) ;

O = f (Ao , ActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

So = fd (O, ActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

# N u l l v a l u e s

Yh1 = NULL ;

Sh1 = NULL ;

} e l s e { # I f 2−hidden−l a y e r e d , then −−−−−−

# Hidden l a y e r 1

Ah1 = X %∗% Wh1 + Bh1 %∗% t (WBh1) ;

Yh1 = f (Ah1 , ActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

Sh1 = fd (Yh1 , ActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

# Hidden l a y e r 2

Ah2 = Yh1 %∗% Wh2 + Bh2 %∗% t (WBh2) ;

Yh2 = f (Ah2 , ActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

Sh2 = fd (Yh2 , ActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

# Output l a y e r

Ao = Yh2 %∗% Wo + Bo %∗% t (WBo) ;

O = f (Ao , ActFun [ 3 ] , a [ 3 ] , b [ 3 ] ) ;

So = fd (O, ActFun [ 3 ] , a [ 3 ] , b [ 3 ] ) ;

}

# C r e a t i n g the r e s u l t s l i s t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Ff = l i s t (O=O, So=So , Yh2=Yh2 , Sh2=Sh2 , Yh1=Yh1 , Sh1=Sh1 ) ;

r e t u r n ( Ff )

}

# ======================================================================

# Backpropagat ion s t e p Funct i on ========================================

fBackp ropaga t i on = f u n c t i o n ( T r a i n i n g . Method ,
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Combinat ion . C o e f f i c i e n t , Output . Laye r . E r ro r ,

Output . Laye r . S lope , Output . Laye r . Input ,

Output . Laye r . Weights ,

Hidden2 . Laye r . S lope , Hidden2 . Laye r . Input ,

Hidden2 . Laye r . Weights ,

Hidden1 . Laye r . S lope , Hidden1 . Laye r . Input ,

Hidden1 . Laye r . Weights ,

P r e v i o u s . De l ta ) {

# Loading the data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

u = Combinat ion . C o e f f i c i e n t ;

a l p = 0 . 0 ;

Eo = Output . Laye r . E r r o r ;

So = Output . Laye r . S lope ;

I o = Output . Laye r . I npu t ;

Wo = Output . Laye r . Weights ;

Sh2 = Hidden2 . Laye r . S lope ;

I h2 = Hidden2 . Laye r . I npu t ;

Wh2 = Hidden2 . Laye r . Weights ;

# G e t t i n g u s e f u l i n f o r m a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

k = NROW(Eo ) ;

h2 = NROW(Wo) ;

j = NCOL(Wo) ;

# Check ing i f 1 or 2 hidden−l a y e r e d ANnet −−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Hidden1 . Laye r . S lope ) &&

m i s s i n g ( Hidden1 . Laye r . I npu t ) &&

m i s s i n g ( Hidden1 . Laye r . Weights ) ) {

Sh1 = NULL ;

Ih1 = NULL ;

h1 = 0 ;

i = NCOL( Ih2 ) ;

} e l s e i f ( m i s s i n g ( Hidden1 . Laye r . S lope ) | |

m i s s i n g ( Hidden1 . Laye r . I npu t ) | |

m i s s i n g ( Hidden1 . Laye r . Weights ) ) {

stop ( " M i s s i ng ␣ arguments ␣ f o r ␣ the ␣ backp ropaga t i on ␣ f u n c t i o n " )

} e l s e {

Sh1 = Hidden1 . Laye r . S lope ;

I h1 = Hidden1 . Laye r . I npu t ;

h1 = i f e l s e ( i s . n u l l ( Sh1 ) , 0 , NCOL( Sh1 ) ) ;

i f ( h1 == 0) { Ih2 = Ih1 ; Ih1 = NULL ; }

i = i f e l s e ( i s . n u l l ( Ih1 ) , NCOL( Ih2 ) , NCOL( Ih1 ) ) ;

}

# C a l c u l a t i n g the Weight C o r r e c t i o n s −−−−−−−−−−−−−−−−−−−−−−

E = as . v e c t o r (Eo ) ; # E r r o r Vecto r

dP = fPdeltaW ( i , h1 , h2 , j , P r e v i o u s . De l ta ) ; # P r e v i o u s deltaW

D = fde l taW ( i , h1 , h2 , j , k , So , Sh2 , Sh1 ,Wo,Wh2) ; # Del ta m at r i x

J = f J a c ob i a n ( i , h1 , h2 , j , k , Io , Ih2 , Ih1 ,D) ; # Jacob ian m at r i x

I = d iag (NCOL( J ) ) ; # I d e n t i t y m a t r i x

Ho = matr i x ( 0 . , NCOL( J ) , NCOL( J ) ) ; # N u l l He s s i an m at r i x

H = tryCa t ch ( c h o l 2 i n v ( cho l ( ( ( t ( J )%∗%J)+u∗ I ) ) ) , # ~ Hes s i an m at r i x

e r r o r = f u n c t i o n ( e )
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{ t r yCa t ch ( s o l v e ( ( t ( J )%∗%J)+u∗ I ) ,

e r r o r = f u n c t i o n ( e )

{Ho ; } ) ; } ) ;

# C a l c u l a t i n g the new deltaW

i f ( T r a i n i n g . Method == " Steepe s t−Descent " ) {

dW = −( a l p ∗dP + (1− a l p )∗H%∗%( t ( J )%∗%E ) ) ;

} e l s e i f ( T r a i n i n g . Method == " Levenberg−Marquardt " ) {

dW = −H %∗% ( t ( J ) %∗% E ) ;

}

dW = fConvertdW ( i , h1 , h2 , j , dW) ; # New deltaW as l i s t

r e t u r n (dW) ;

}

# ======================================================================

#### ==================== AUXILIARY FUNCTIONS ===================== ####

# ======================================================================

# C a l c u l a t e s d e l t a Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fde l taW = f u n c t i o n ( i , h1 , h2 , j , k , So , Sh2 , Sh1 , Wo, Wh2) {

# C a l c u l a t i n g the d e l t a s

deltaW = NULL ;

i d e l t a = 1 ;

i f ( h1==0) { # I f 1−hidden−l a y e r e d , then −−−−−−−−−−−−−−−−−−

f o r (m i n 1 : j ) { # For each output

d e l t a = matr i x ( 0 . , k , j+h2 ) ;

f o r ( j j i n 1 : j ) { # For each neuron i n the output l a y e r

i f ( j j == m) {

d e l t a [ , i d e l t a ] = So [ ,m] ;

}

i d e l t a = i d e l t a + 1 ;

}

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden l a y e r

d e l t a [ , i d e l t a ] = Sh2 [ , hh2 ] ∗ ( So [ ,m] ∗ Wo[ hh2 ,m] ) ;

i d e l t a = i d e l t a + 1 ;

}

deltaW = r b i n d ( deltaW , d e l t a ) ;

}

} e l s e { # I f 2−hidden−l a y e r e d , then −−−−−−−−−−−−−−−−−−−−−−

f o r (m i n 1 : j ) { # For each output

d e l t a = matr i x ( 0 . , k , j+h2+h1 ) ;

f o r ( j j i n 1 : j ) { # For each neuron i n the output l a y e r

i f ( j j == m) {

d e l t a [ , i d e l t a ] = So [ ,m] ;

}

i d e l t a = i d e l t a + 1 ;

}

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden 2 l a y e r

d e l t a [ , i d e l t a ] = Sh2 [ , hh2 ] ∗ ( So [ ,m] ∗ Wo[ hh2 ,m] ) ;

i d e l t a = i d e l t a + 1 ;

}

f o r ( hh1 i n 1 : h1 ) { # For each neuron i n the h idden 1 l a y e r
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f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden 2 l a y e r

d e l t a [ , i d e l t a ] = d e l t a [ , i d e l t a ] + Wh2[ hh1 , hh2 ] ∗

( Sh2 [ , hh2 ] ∗ ( So [ ,m] ∗ Wo[ hh2 ,m] ) ) ;

}

d e l t a [ , i d e l t a ] = d e l t a [ , i d e l t a ] ∗ Sh1 [ , hh1 ] ;

i d e l t a = i d e l t a + 1 ;

}

deltaW = r b i n d ( deltaW , d e l t a ) ;

}

}

r e t u r n ( deltaW ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Computes the Jacob i an m a t r i x Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f J a c ob i a n = f u n c t i o n ( i , h1 , h2 , j , k , Io , Ih2 , Ih1 , deltaW ) {

# Computing the Jacob i an m at r i x

i f ( h1==0) { J = matr i x ( 0 . , k∗ j , j ∗h2+h2∗ i ) ; }

e l s e { J = matr i x ( 0 . , k∗ j , j ∗h2+h2∗h1+h1∗ i ) ; }

i J = 1 ;

i f ( h1==0) { # I f 1−hidden−l a y e r e d , then −−−−−−−−−−−−−−−−−−

f o r ( j j i n 1 : j ) { # For each neuron i n the output l a y e r

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden l a y e r

J [ , i J ] = − deltaW [ , j j ] ∗ I o [ , hh2 ] ;

i J = i J + 1 ;

}

}

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden l a y e r

f o r ( i i i n 1 : i ) { # For each neuron i n the i n p u t l a y e r

J [ , i J ] = − deltaW [ , j+hh2 ] ∗ I h2 [ , i i ] ;

i J = i J + 1 ;

}

}

} e l s e { # I f 2−hidden−l a y e r e d , then −−−−−−−−−−−−−−−−−−−−−−

f o r ( j j i n 1 : j ) { # For each neuron i n the output l a y e r

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden 2 l a y e r

J [ , i J ] = − deltaW [ , j j ] ∗ I o [ , hh2 ] ;

i J = i J + 1 ;

}

}

f o r ( hh2 i n 1 : h2 ) { # For each neuron i n the h idden 2 l a y e r

f o r ( hh1 i n 1 : h1 ) { # For each neuron i n the h idden 1 l a y e r

J [ , i J ] = − deltaW [ , j+hh2 ] ∗ I h2 [ , hh1 ] ;

i J = i J + 1 ;

}

}

f o r ( hh1 i n 1 : h1 ) { # For each neuron i n the h idden 1 l a y e r

f o r ( i i i n 1 : i ) { # For each neuron i n the i n p u t l a y e r

J [ , i J ] = − deltaW [ , j+h2+hh1 ] ∗ I h1 [ , i i ] ;

i J = i J + 1 ;
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}

}

}

r e t u r n ( J ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# R e t r i e v e s p r e v i o u s we ight c o r r e c t i o n Funct i on −−−−−−−−−−−−−−−−−−−−−−−−

fPdeltaW = f u n c t i o n ( i , h1 , h2 , j , P r e v i o u s . De l ta ) {

# Check ing f o r p r e v i o u s d e l t a

i f ( h1==0) { #1−Hidden− l a y e r

i f ( i s . n u l l ( P r e v i o u s . De l ta ) | | m i s s i n g ( P r e v i o u s . De l ta ) ) {

dPWo = matr i x ( 0 . , nrow=h2 , nco l=j ) ;

dPWh = matr i x ( 0 . , nrow=i , nco l=h2 ) ;

} e l s e {

dPWo = Pre v i o u s . De l ta $deltaWo ;

dPWh = Pre v i o u s . De l ta $deltaWh ;

}

dP = c ( as . v e c t o r (dPWo) , as . v e c t o r (dPWh) ) ;

} e l s e { #2−Hidden− l a y e r

i f ( i s . n u l l ( P r e v i o u s . De l ta ) | | m i s s i n g ( P r e v i o u s . De l ta ) ) {

dPWo = matr i x ( 0 . , nrow=h2 , nco l=j ) ;

dPWh2 = matr i x ( 0 . , nrow=h1 , nco l=h2 ) ;

dPWh1 = matr i x ( 0 . , nrow=i , nco l=h1 ) ;

} e l s e {

dPWo = Pre v i ou s . De l ta $deltaWo ;

dPWh2 = Pre v i o u s . De l ta $deltaWh2 ;

dPWh1 = Pre v i o u s . De l ta $deltaWh1 ;

}

dP = c ( as . v e c t o r (dPWo) , as . v e c t o r (dPWh2) , as . v e c t o r (dPWh1 ) ) ;

}

r e t u r n (dP ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Conve r t s the we ight c o r r e c t i o n s v e c t o r to l i s t Func t i on −−−−−−−−−−−−−−

fConvertdW = f u n c t i o n ( i , h1 , h2 , j , dW) {

# R etu r n i n g the Weight update m a t r i c e s

i f ( h1==0) { #1−Hidden− l a y e r

dWo = matr i x (dW[ 1 : ( j ∗h2 ) ] , h2 , j , byrow=FALSE ) ;

dWh = matr i x (dW[ ( j ∗h2+1):( j ∗h2+h2∗ i ) ] , i , h2 , byrow=FALSE ) ;

dW = l i s t ( deltaWo=dWo, deltaWh2=dWh, deltaWh1=NULL ) ;

} e l s e { #2−Hidden− l a y e r

dWo = matr i x (dW[ 1 : ( j ∗h2 ) ] , h2 , j , byrow=FALSE ) ;

dWh2 = matr i x (dW[ ( j ∗h2+1):( j ∗h2+h2∗h1 ) ] , h1 , h2 , byrow=FALSE ) ;

dWh1 = matr i x (dW[ ( j ∗h2+h2∗h1+1):( j ∗h2+h2∗h1+h1∗ i ) ] , i , h1 , byrow=FALSE ) ;

dW = l i s t ( deltaWo=dWo, deltaWh2=dWh2 , deltaWh1=dWh1 ) ;

}

r e t u r n (dW) ;

}
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#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ======================================================================

ANnet Efficiency Criteria Functions

########################################################################

################ ANnet − EFFICIENCY CRITERIA FUNCTIONS #################

########################################################################

#

# This s c r i p t c o n t a i n s the e f f i c i e n c y c r i t e r i a f u n c t i o n s to be used by

# the ANnet f u n c t i o n .

# The f u n c t i o n s a r e :

# − Nash−S u t c l i f f e − fNSE

# − Percent B ia s − fPBIAS

# − C o e f f i c i e n t o f De t e r m in a t i o n − fR2

#

# S p e c i f i c a t i o n s :

# fNSE ( ) −−> Funct i on : r e t u r n s the v a l u e o f the NSE f u n c t i o n

# fPBIAS ( ) −−> Funct i on : r e t u r n s the v a l u e o f the PBIAS f u n c t i o n

# fR2 ( ) −−> Funct i on : r e t u r n s the v a l u e o f the R2 f u n c t i o n

# O −−> The i n p u t OBSERVED v a l u e s ( s c a l a r , v e c t o r o r m at r i x )

# X −−> The i n p u t PREDICTED v a l u e s ( s c a l a r , v e c t o r o r m at r i x )

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Nash−S u t c l i f f e Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fNSE = f u n c t i o n ( I npu t . Observed , I npu t . P r e d i c t e d ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

O = Inpu t . Observed ;

X = Inpu t . P r e d i c t e d ;

# Computing the f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fNSE = 1 − colSums ( (O−X)^2) / colSums ( (O−colMeans (O) ) ^ 2 ) ;

r e t u r n ( fNSE ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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# Percent B ia s Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fPBIAS = f u n c t i o n ( I npu t . Observed , I npu t . P r e d i c t e d ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

O = Inpu t . Observed ;

X = Inpu t . P r e d i c t e d ;

# Computing the f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fPBIAS = colSums ( (O−X)∗100)/ colSums (O) ;

r e t u r n ( fPBIAS ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# C o e f f i c i e n t o f De t e r m in a t i o n Funct i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fR2 = f u n c t i o n ( I npu t . Observed , I npu t . P r e d i c t e d ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

O = Inpu t . Observed ;

X = Inpu t . P r e d i c t e d ;

# Computing the f u n c t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fR2 = ( colSums ( (O−colMeans (O) ) ∗ (X−colMeans (X) ) ) /

( s q r t ( colSums ( (O−colMeans (O) ) ^2 ) ) ∗

s q r t ( colSums ( (X−colMeans (X) ) ^ 2 ) ) ) ) ^ 2 ;

r e t u r n ( fR2 ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

ANnet Model Type Functions

########################################################################

####### ANnet − SPECIFIC FUNCTIONS DEPENDING ON ANnet Model . Type #######

########################################################################

#

# This s c r i p t c o n t a i n s a s e t o f f u n c t i o n s to be used by the ANnet func .

# depend ing on the s p e c i f i c Model . Type

#

# S p e c i f i c a t i o n s :

# fTimeDelayData −−> Funct i on : r e t u r n s the d e l a y e d i n p u t d a t a s e t

# fC loseLoopData −−> Funct i on : r e t u r n s the i n p u t data f o r a c l o s e −l oop net

# I n p u t −−> O r i g i n a l i n p u t da ta s e t , w i th no d e l a y

# Target −−> O r i g i n a l t a r h e t d a t a s e t ( o p t i o n a l )

# ModelType −−> Type o f ANnet model to be c o n s i d e r e d

# TimeDelay −−> Number o f t ime s t e p d e l a y s

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r
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########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# TimeDelayData Funct i on ===============================================

fTimeDelayData = f u n c t i o n ( Input , Target , ModelType , TimeDelay ) {

# Loading data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

X = Inpu t ;

d = TimeDelay ;

i = nco l (X ) ;

k = nrow (X ) ;

# Loading Target data i f n e c e s s a r y −−−−−−−−−−−−−−−−−−−−−−−−

i f (ModelType == "NAR" | | ModelType == "NARX" ) {

i f ( m i s s i n g ( Target ) ) { stop ( " M i s s i ng ␣Target " ) ; }

e l s e { y = Target ; j = nco l ( y ) ; }

}

# Check to ap p l y t ime d e l a y −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( d > 0) {

# Delayed Input −Output −−−−−−−−−−−−−−−−−−−−−−

i f (ModelType == "Delayed ␣ Input−Output " ) {

Xtmp = matr i x ( 0 . , nrow=k−d , nco l=(d+1)∗ i ) ;

count = 1

f o r ( i i i n 1 : i ) { #Data from o r i g i n a l I n p u t

f o r ( dd i n d : 0 ) {

Xtmp [ , count ] = X [ ( dd+1):( k+dd−d ) , i i ]

count = count + 1

}

}

}

# NAR −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

e l s e i f (ModelType == "NAR" ) {

Xtmp = matr i x ( 0 . , nrow=k−d , nco l=d∗ j ) ;

count = 1

f o r ( j j i n 1 : j ) { #Data from o r i g i n a l Target

f o r ( dd i n d : 1 ) {

Xtmp [ , count ] = y [ ( dd ) : ( k+dd−d−1) , j j ]

count = count + 1

}

}

}

# NARX −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

e l s e i f (ModelType == "NARX" ) {

Xtmp = matr i x ( 0 . , nrow=k−d , nco l =((d+1)∗ i+d∗ j ) ) ;

count = 1

f o r ( i i i n 1 : i ) { #Data from o r i g i n a l I n p u t

f o r ( dd i n d : 0 ) {

Xtmp [ , count ] = X [ ( dd+1):( k+dd−d ) , i i ]
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count = count + 1

}

}

f o r ( j j i n 1 : j ) { #Data from o r i g i n a l Target

f o r ( dd i n d : 1 ) {

Xtmp [ , count ] = y [ ( dd ) : ( k+dd−d−1) , j j ]

count = count + 1

}

}

}

# Others −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

e l s e { stop ( " I n v a l i d ␣ModelType " ) ; }

} e l s e { #I f not , r e t u r n the same i n p u t s

r e t u r n (X ) ;

}

# R etu r n i n g the time−d e l a y e d I n p u t data −−−−−−−−−−−−−−−−−−−

r e t u r n (Xtmp ) ;

}

# ======================================================================

# CloseLoopData Funct i on ===============================================

fC loseLoopData = f u n c t i o n ( IndexAr ray , Input , Da t a s e t Sp l i t F a c t o r ,

ModelType , TimeDelay ,

Act i va t ionFunct ionNames ,

ActFunParameter . a , ActFunParameter . b ,

WeightsOutput , WeightBiasOutput , BiasOutput ,

WeightsHidden2 , WeightBiasHidden2 , BiasHidden2 ,

WeightsHidden1 , WeightBiasHidden1 , B iasHidden1 ){

# Loading data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i d = IndexAr r a y ;

X = Inpu t ;

s p l i t F a c t o r = Da t a s e t S p l i t F a c t o r ;

d = TimeDelay ;

s t rActFun = Act i va t i onFunc t i onNames ;

a = ActFunParameter . a ;

b = ActFunParameter . b ;

Wo = WeightsOutput ;

WBo = WeightBiasOutput ;

Bo = BiasOutput ;

Wh2 = WeightsHidden2 ;

WBh2 = WeightBiasHidden2 ;

Bh2 = BiasHidden2 ;

# G e t t i g some u s e f u l i n f o r m a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−

i = nco l (X ) ;

j = nco l (Wo) ;

k = nrow (X ) ;

# Check ing i f 1 or 2−h idden l a y e r e d ANnet −−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( WeightsHidden1 ) &&

m i s s i n g ( WeightBiasHidden1 ) &&

m i s s i n g ( B iasHidden1 ) ) {
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Wh1 = NULL ;

WBh1 = NULL ;

Bh1 = NULL ;

} e l s e i f ( m i s s i n g ( WeightsHidden1 ) | |

m i s s i n g ( WeightBiasHidden1 ) | |

m i s s i n g ( B iasHidden1 ) ) {

stop ( " M i s s i ng ␣ arguments " ) ;

} e l s e {

Wh1 = WeightsHidden1 ;

WBh1 = WeightBiasHidden1 ;

Bh1 = BiasHidden1 ;

}

# Pre−Checks and pre−p r o c e s s i n g −−−−−−−−−−−−−−−−−−−−−−−−−−−

# Check ing i f t h e r e i s a d e l a y

i f ( d == 0) { r e t u r n (X ) ; }

# S t o r i n g the o r i g i n a l i n d e x o f i n p u t s

idtmp = matr i x ( 1 : k , nrow=k , nco l =1);

# R etu r n i n g the i n p u t s to o r i g i n a l i d o r d e r i n g

X = as . matr i x ( cb ind ( id , idtmp , X ) ) ;

X = X[ orde r ( as . i n t e g e r (X [ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

idtmp = as . matr i x (X [ , 2 ] ) ;

X = as . matr i x (X [ , 3 : ( i +2 ) ] ) ;

# C a l c u l a t i n g the Close −Loop I n p u t data −−−−−−−−−−−−−−−−−−−

f o r ( kk i n 1 : ( k−1)) {

i f ( i s . n u l l (Wh1) ) { #I f 1−hidden−l a y e r e d

# Hidden Laye r 2

Ah2 = X[ kk , ] %∗% Wh2 + Bh2 [ kk , ] %∗% t (WBh2) ;

Yh2 = f (Ah2 , s t rActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

# Output Laye r

Ao = Yh2 %∗% Wo + Bo [ kk , ] %∗% t (WBo) ;

O = f (Ao , s t rActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

} e l s e { #I f 2−hidden−l a y e r e d

# Hidden Laye r 1

Ah1 = X[ kk , ] %∗% Wh1 + Bh1 [ kk , ] %∗% t (WBh1) ;

Yh1 = f (Ah1 , s t rActFun [ 1 ] , a [ 1 ] , b [ 1 ] ) ;

# Hidden Laye r 2

Ah2 = Yh1 %∗% Wh2 + Bh2 [ kk , ] %∗% t (WBh2) ;

Yh2 = f (Ah2 , s t rActFun [ 2 ] , a [ 2 ] , b [ 2 ] ) ;

# Output Laye r

Ao = Yh2 %∗% Wo + Bo [ kk , ] %∗% t (WBo) ;

O = f (Ao , s t rActFun [ 3 ] , a [ 3 ] , b [ 3 ] ) ;

}

# Update the next I n p u t row ( f o r each j ) −−−−−−−−−−−−−−−−

f o r ( j j i n 1 : j ) {

# Check ing i f d e l a y i s l a r g e r than one t ime s t e p

i f ( d > 1) {

X[ kk+1 ,( i+d∗ ( j j −j −1)+2):( i+d∗ ( j j −j ) ) ] =

X[ kk , ( i+d∗ ( j j −j −1)+1):( i+d∗ ( j j −j ) −1) ] ;

}

X[ kk+1 ,( i+d∗ ( j j −j −1)+1)] = O[ j j ] ;
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}

}

# R etu r n i n g the i n d e x a t i o n to the p r e v i o u s o r d e r −−−−−−−−−−

X = as . matr i x ( cb ind ( idtmp , X ) ) ;

X = X[ orde r ( as . i n t e g e r (X [ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

X = as . matr i x (X [ , 2 : ( i +1 ) ] ) ;

# S p l i t t i n g the i n p u t data i n t o Cal , Val , and Tst −−−−−−−−

Xca l = as . matr i x (X [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , ] ) ;

Xva l = as . matr i x (X[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , ] ) ;

Xt s t = as . matr i x (X[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , ] ) ;

X = l i s t ( Xca l=Xcal , Xva l=Xval , Xt s t=Xts t ) ;

# R etu r n i n g the updated I n p u t c l o s e −l oop data −−−−−−−−−−−−−

r e t u r n (X)

}

# ======================================================================

ANnet Normalisation Functions

########################################################################

################### ANnet − NORMALISATION FUNCTIONS ####################

########################################################################

#

# This s c r i p t c o n t a i n s the n o r m a l i s a t i o n p r o c e d u r e to be used by the

# ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# norm ( ) −−> Fun : r e t u r n s the n o r m a l i s e d v a l u e o f a v e c t o r

# norm . i n v ( ) −−> Fun : r e t u r n s the n o r m a l i s e d i n v e r s e d v a l u e o f a v e c t o r

# colMax ( ) −−> Fun : r e t u r n s the maximum v a l u e o f a m a t r i x by columns

# colMin ( ) −−> Fun : r e t u r n s the minimum v a l u e o f a m at r i x by columns

# X −−> The i n p u t ( s c a l a r , v e c t o r o r m at r i x ) to be p r o c e s s e d

#

# P o s s i b l e N o r m a l i s a t i o n F u n c t i o n s

# Fea tu r e s c a l i n g [ 0 : 1 ]

# Fea tu r e s c a l i n g [ −1 :1 ]

# Standard Score

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################
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########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# N o r m a l i s a t i o n F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fNorm = f u n c t i o n ( I npu t . Data , Norm . Method , Data . S t a t i s t i c s ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

X = Inpu t . Data ;

m = NROW(X ) ;

n = NCOL(X ) ;

Xmax = Data . S t a t i s t i c s $max ;

Xmin = Data . S t a t i s t i c s $min ;

Xmean = Data . S t a t i s t i c s $mean ;

XstDev = Data . S t a t i s t i c s $ stDev ;

# C o n v e r t i n g to a m at r i x i n p u t −−−−−−−−−−−−−−−−−−−−−−−−−−−−

Xmax = matr i x (Xmax , m, n , byrow=TRUE) ;

Xmin = matr i x (Xmin , m, n , byrow=TRUE) ;

Xmean = matr i x (Xmean , m, n , byrow=TRUE) ;

XstDev = matr i x ( XstDev , m, n , byrow=TRUE) ;

# C a l c u l a t i n g the n o r m a l i s e d v a l u e s −−−−−−−−−−−−−−−−−−−−−−−

i f (Norm . Method == " Fea tu r e ␣ s c a l i n g ␣ [ 0 : 1 ] " ) {

Xnorm = ( (X − Xmin ) / (Xmax − Xmin ) ) ;

} e l s e i f (Norm . Method == " Fea tu r e ␣ s c a l i n g ␣ [ −1 :1 ] " ) {

Xnorm = 2 . ∗ ( (X − Xmin ) / (Xmax − Xmin ) ) − 1 . ;

} e l s e i f (Norm . Method == " Standard ␣ Score " ) {

Xnorm = (X − Xmean) / XstDev ;

} e l s e {

Xnorm = X − X; # ZERO

}

# R etu r n i n g n o r m a l i s e d v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Xnorm = as . matr i x (Xnorm ) ;

r e t u r n ( norm ) ;

}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# N o r m a l i s a t i o n F u n c t i o n s − I n v e r s e −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fNormInv = f u n c t i o n ( I npu t . Data , Norm . Method , Data . S t a t i s t i c s ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

X = Inpu t . Data ;

m = NROW(X ) ;

n = NCOL(X ) ;

Xmax = Data . S t a t i s t i c s $max ;

Xmin = Data . S t a t i s t i c s $min ;

Xmean = Data . S t a t i s t i c s $mean ;

XstDev = Data . S t a t i s t i c s $ stDev ;

# C o n v e r t i n g to a m at r i x i n p u t −−−−−−−−−−−−−−−−−−−−−−−−−−−−

Xmax = matr i x (Xmax , m, n , byrow=TRUE) ;

Xmin = matr i x (Xmin , m, n , byrow=TRUE) ;
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Xmean = matr i x (Xmean , m, n , byrow=TRUE) ;

XstDev = matr i x ( XstDev , m, n , byrow=TRUE) ;

# C a l c u l a t i n g the n o r m a l i s e d v a l u e s ( i n v e r s e ) −−−−−−−−−−−−−

i f (Norm . Method == " Fea tu r e ␣ s c a l i n g ␣ [ 0 : 1 ] " ) {

Xnorm = (X ∗ (Xmax − Xmin ) ) + Xmin ;

} e l s e i f (Norm . Method == " Fea tu r e ␣ s c a l i n g ␣ [ −1 :1 ] " ) {

Xnorm = ( ( (X + 1 . ) ∗ (Xmax − Xmin ) ) / ( 2 . ) ) + Xmin ;

} e l s e i f (Norm . Method == " Standard ␣ Score " ) {

Xnorm = (X ∗ XstDev ) + Xmean ;

} e l s e {

Xnorm = X − X; # ZERO

}

# R etu r n i n g n o r m a l i s e d v a l u e s ( i n v e r s e ) −−−−−−−−−−−−−−−−−−−

Xnorm = as . matr i x (Xnorm ) ;

r e t u r n (Xnorm ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# colMax Funct i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

colMax = f u n c t i o n ( I npu t . Data ) {

X = Inpu t . Data ;

colMax = app ly (X, 2 , f u n c t i o n ( x ) max( x , na . rm = TRUE) ) ;

r e t u r n ( colMax ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# colMin Funct i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

co lMin = f u n c t i o n ( I npu t . Data ) {

X = Inpu t . Data ;

co lMin = app ly (X, 2 , f u n c t i o n ( x ) min ( x , na . rm = TRUE) ) ;

r e t u r n ( co lMin ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

ANnet Plot Functions

########################################################################

################## ANnet − PLOT AND WRITE FUNCTIONS ####################

########################################################################

#

# This s c r i p t c o n t a i n s p l o t f u n c t i o n s to be used by the ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# f W r i t e R e s u l t s ( ) −−> Fun : Wri te e f f i c i e n c y c r i t e r i a r e s u l t s

# fP lo tDot ( ) −−> Fun : Dot P l o t

# f P l o t T a r g e t V s S i m u l a t e d ( ) −−> Fun : Target vs S imu la ted P l o t

# f P l o t A b s E r r o r H i s t o g r a m ( ) −−> Fun : Abso lu t e E r r o r Histogram P l o t
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# fPlotSSE ( ) −−> Fun : SSE T r a i n i n g E v o l u t i o n

# ANnet . Object −−> ANnet o b j e c t c r e a t e d by an ANnet f u n c t i o n

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

supp r e s sMes sage s ( l i b r a r y ( " ggp l o t 2 " ) ) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Write E f f i c i e n c y C r i t e r i a R e s u l t s Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−

fW r i t eR e s u l t s = f u n c t i o n (ANnet . L i s t ) {

# Get ing v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

j = NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

R = a r r a y ( 0 . , dim=c (n , 3 , j ) ) ;

R2 = a r r a y ( 0 . , dim=c (n , 3 , j ) ) ;

NSE = a r r a y ( 0 . , dim=c (n , 3 , j ) ) ;

PBIAS = a r r a y ( 0 . , dim=c (n , 3 , j ) ) ;

epoch = matr i x ( 0 . , n , 1 ) ;

SSE = matr i x ( 0 . , n , 3 ) ;

f o r ( i i n 1 : n ) {

R [ i , , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$R ;

R2 [ i , , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$R2 ;

NSE [ i , , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$NSE ;

PBIAS [ i , , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$PBIAS ;

epoch [ i , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$ epoch ;

SSE [ i , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$SSE [ , epoch [ i , ] ] ;

}

# P r i n t i n g R e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f o r (m i n 1 : j ) {

# E f f i c i e n c y c r i t e r i a r e s u l t s

cat ( Š \n Š ) ;

message ( " R e s u l t s ␣ f o r ␣ output ␣ neuron ␣" , m, " : " ) ;

message ( "␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣Min␣␣␣␣␣␣␣␣␣␣␣Avg␣␣␣␣␣␣␣␣␣␣␣Max" ) ;

s t rDa tSe t = c ( " C a l i b r a t i o n " , " V a l i d a t i o n " , " Test " ) ;

i n t D i g i t s = 4L ;

f o r ( i i n 1 : 3 ) {

message ( "␣␣" , s t rDa tSe t [ i ] ) ;

message ( "␣␣␣␣R : ␣␣␣␣␣␣␣␣␣␣" , round (min ( R [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (mean (R [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (max( R [ , i ,m] ) , i n t D i g i t s ) ) ;
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message ( "␣␣␣␣R2 : ␣␣␣␣␣␣␣␣␣" , round (min ( R2 [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (mean (R2 [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (max( R2 [ , i ,m] ) , i n t D i g i t s ) ) ;

message ( "␣␣␣␣NSE : ␣␣␣␣␣␣␣␣" , round (min ( NSE [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (mean (NSE [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (max( NSE [ , i ,m] ) , i n t D i g i t s ) ) ;

message ( "␣␣␣␣PBIAS : ␣␣␣␣␣␣" , round (min ( PBIAS [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (mean (PBIAS [ , i ,m] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (max( PBIAS [ , i ,m] ) , i n t D i g i t s ) ) ;

message ( "␣␣␣␣SSE : ␣␣␣␣␣␣␣␣" , round (min ( SSE [ , i ] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (mean (SSE [ , i ] ) , i n t D i g i t s ) ,

"␣␣␣␣␣␣␣␣" , round (max (SSE [ , i ] ) , i n t D i g i t s ) ) ;

}

message ( "−−−−−−−−−−−−" ) ;

}

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# S c a t t e r P l o t Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f P l o t S c a t t e r = f u n c t i o n (ANnet . L i s t , Save . To . F i l e , P l o t . Name ,

P lo t . Width , P l o t . He ight ) {

# Check ing f o r m i s s i n g arguments −−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Save . To . F i l e ) ) { Save . To . F i l e = FALSE ; }

i f ( m i s s i n g ( P l o t . Width ) ) { wid = 8 ; } e l s e { wid = P lo t . Width ; }

i f ( m i s s i n g ( P l o t . He ight ) ) { h e i = 6 ; } e l s e { h e i = P lo t . He ight ; }

i f ( m i s s i n g ( P l o t .Name) ) {

Pname = Š P lo t s−ANnet−S c a t t e r . pdf Š ;

} e l s e { Pname = Plo t .Name ; }

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

j = NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

k = NROW( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

i d = a r r a y ( 0 . , dim=c (n , k , 2 ) ) ;

Ot = matr i x ( 0 . , k , j ) ;

O = a r r a y ( 0 . , dim=c (n , k , j ) ) ;

f o r ( i i n 1 : n ) {

i d [ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$ I n d i c e s ;

O[ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$Output ;

}

Ot = s l o t ( net [ [ 1 ] ] , " Database " )$Target ;

# S c a t t e r p l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( Save . To . F i l e ) {

pdf (Pname , width=wid , h e i g h t=he i , paper=Š s p e c i a l Š ) ;

}

f o r (m i n 1 : j ) {

# C r e a t i n g the R e s u l t s Data Frame −−−−−−−−−−−

# G e t t i n g data v e c t o r s

Target = Ot [ ,m] ;

min = app ly (O, c ( 2 , 3 ) , min ) [ ,m] ;
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max = app ly (O, c ( 2 , 3 ) , max ) [ ,m] ;

# C a l c u l a t i n g the r e g r e s s i o n v e c t o r s

r e g r e s sm i n = lm (min ~ Target )$ c o e f f i c i e n t s ;

r eg r e s smax = lm (max ~ Target )$ c o e f f i c i e n t s ;

r e g r e s sm i n = r e g r e s sm i n [ 1 ] + r e g r e s sm i n [ 2 ] ∗ Target ;

r eg r e s smax = reg r e s smax [ 1 ] + reg r e s smax [ 2 ] ∗ Target ;

# C r e a t i n g the data . f rame o b j e c t

Odf = data . frame ( Target , min , max , r e g r e s sm in , r eg r e s smax ) ;

rm ( Target , min , max , r e g r e s sm in , r eg r e s smax ) ;

# S c a t t e r P l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Pobj = ggp l o t (Odf , ae s ( x=Target ))+

geom_r i b bon ( aes ( ymin=reg r e s sm in , ymax=reg r e s smax ) ,

f i l l ="#C0C0C0")+

geom_ l i n e r a n g e ( aes ( ymin=min , ymax=max ) , l i n e t y p e =2, s i z e =0.2)+

geom_po i n t ( aes ( y=min ) , s i z e =1.2)+

geom_po i n t ( aes ( y=max ) , s i z e =1.2)+

geom_ l i n e ( aes ( y=Target ) , s i z e =0.4 , c o l o r=" f i r e b r i c k ")+

theme_bw()+

theme ( t e x t = element_t e x t ( s i z e =18) ,

a x i s . t e x t . x=e lement_t e x t ( s i z e =14) ,

a x i s . t e x t . y=e lement_t e x t ( s i z e =14))+

l a b s ( x="Observed " , y=" S imu la ted " )

p l o t ( Pobj ) ;

}

i f ( Save . To . F i l e ) { dev . o f f ( ) }

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Time S e r i e s P l o t Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f P l o tT imeS e r i e s = f u n c t i o n (ANnet . L i s t , Save . To . F i l e ,

P l o t . Width , P l o t . Height , I ndex . I n t e r v a l ) {

# Check ing f o r m i s s i n g arguments −−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Save . To . F i l e ) ) { Save . To . F i l e = FALSE ; }

i f ( m i s s i n g ( P l o t . Width ) ) { wid = 8 ; } e l s e { wid = P lo t . Width ; }

i f ( m i s s i n g ( P l o t . He ight ) ) { h e i = 6 ; } e l s e { h e i = P lo t . He ight ; }

i f ( m i s s i n g ( I ndex . I n t e r v a l ) ){ i d i n t = 0 . ; } e l s e { i d i n t=Index . I n t e r v a l ; }

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

j = NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

k = NROW( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

i f ( l e n g t h ( i d i n t ) !=2) { i d i n t=c (1 , k ) ; }

i d = a r r a y ( 0 . , dim=c (n , k , 2 ) ) ;

Ot = matr i x ( 0 . , k , j ) ;

O = a r r a y ( 0 . , dim=c (n , k , j ) ) ;

f o r ( i i n 1 : n ) {

i d [ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$ I n d i c e s ;

O[ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$Output ;

}

Ot = s l o t ( net [ [ 1 ] ] , " Database " )$Target ;
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# Time S e r i e s p l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( Save . To . F i l e ) {

pdf ( Š P lo t s−ANnet−TimeSe r i e s . pdf Š , w idth=wid , h e i g h t=he i ,

paper=Š s p e c i a l Š ) ;

}

f o r (m i n 1 : j ) {

# C r e a t i n g the R e s u l t s Data Frame −−−−−−−−−−−

# G e t t i n g data v e c t o r s

I ndex = i d i n t [ 1 ] : i d i n t [ 2 ] ;

Target = Ot [ i d i n t [ 1 ] : i d i n t [ 2 ] ,m] ;

min = app ly (O, c ( 2 , 3 ) , min ) [ i d i n t [ 1 ] : i d i n t [ 2 ] ,m] ;

mean = app ly (O, c ( 2 , 3 ) , mean ) [ i d i n t [ 1 ] : i d i n t [ 2 ] ,m] ;

max = app ly (O, c ( 2 , 3 ) , max ) [ i d i n t [ 1 ] : i d i n t [ 2 ] ,m] ;

# C r e a t i n g the data . f rame o b j e c t

Odf = data . frame ( Index , Target , min , mean , max ) ;

rm ( Index , Target , min , max ) ;

# Time S e r i e s P l o t −−−−−−−−−−−−−−−−−−−−−−−−−−

Pojb = ggp l o t (Odf , ae s ( x=Index ))+

geom_r i b bon ( aes ( ymin=min , ymax=max ) , f i l l ="#C0C0C0" ,

c o l o r="#C0C0C0" , s i z e =0.2)+

geom_ l i n e ( aes ( y=mean ) , c o l o r=" b l a ck " , s i z e =0.4)+

geom_po i n t ( aes ( y=Target ) , c o l o r=" f i r e b r i c k " , s i z e =1.2)+

theme_bw()+

theme ( t e x t = element_t e x t ( s i z e =18) ,

a x i s . t e x t . x=e lement_t e x t ( s i z e =14) ,

a x i s . t e x t . y=e lement_t e x t ( s i z e =14))+

l a b s ( x="Days " , y=" Norma l i s ed ␣Stream␣Gauge " ) ;

p l o t ( Pojb ) ;

}

i f ( Save . To . F i l e ) { dev . o f f ( ) ; }

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Abso lu t e E r r o r Histogram P l o t Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f P l o tE r r o rH i s t o g r am = f u n c t i o n (ANnet . L i s t , Save . To . F i l e ,

P l o t . Width , P l o t . He ight ) {

# Check ing f o r m i s s i n g arguments −−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Save . To . F i l e ) ) { Save . To . F i l e = FALSE ; }

i f ( m i s s i n g ( P l o t . Width ) ) { wid = 8 ; } e l s e { wid = P lo t . Width ; }

i f ( m i s s i n g ( P l o t . He ight ) ) { h e i = 6 ; } e l s e { h e i = P lo t . He ight ; }

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

j = NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

k = NROW( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

i d = a r r a y ( 0 . , dim=c (n , k , 2 ) ) ;

Ot = matr i x ( 0 . , k , j ) ;

O = a r r a y ( 0 . , dim=c (n , k , j ) ) ;

f o r ( i i n 1 : n ) {

i d [ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$ I n d i c e s ;
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O[ i , , ] = s l o t ( net [ [ i ] ] , " Database " )$Output ;

}

Ot = s l o t ( net [ [ 1 ] ] , " Database " )$Target ;

# E r r o r Histogram p l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( Save . To . F i l e ) {

pdf ( Š P lo t s−ANnet−Er ro rH i s tog ram . pdf Š , w idth=wid , h e i g h t=he i ,

paper=Š s p e c i a l Š ) ;

}

f o r (m i n 1 : j ) {

# C r e a t i n g the R e s u l t s Data Frame −−−−−−−−−−−

# G e t t i n g data v e c t o r s

Target = Ot [ ,m] ;

min = app ly (O, c ( 2 , 3 ) , min ) [ ,m] ;

max = app ly (O, c ( 2 , 3 ) , max ) [ ,m] ;

e r rm in = data . frame ( Ab s o l u t eE r r o r = min − Target ) ;

errmax = data . frame ( Ab s o l u t eE r r o r = max − Target ) ;

e r rm in $Range = Šmin Š ;

errmax$Range = Šmax Š ;

# C r e a t i n g the data . f rame o b j e c t

Odf = r b i n d ( e r rmin , errmax ) ;

rm ( Target , min , max , e r rmin , errmax ) ;

# Histogram P l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−

Pobj = ggp l o t (Odf , ae s ( Ab so l u t eE r r o r , f i l l =Range))+

geom_h i s tog ram ( p o s i t i o n=" i d e n t i t y " , b i n s =64, a lpha =0.2 ,

c o l o r=" b l a c k " , s i z e =0.2)+

theme_bw()+

theme ( t e x t = element_t e x t ( s i z e =18) ,

a x i s . t e x t . x=e lement_t e x t ( s i z e =14) ,

a x i s . t e x t . y=e lement_t e x t ( s i z e =14))+

l a b s ( x=" Abso lu t e ␣ E r r o r " , y=" Frequency " ) ;

p l o t ( Pobj ) ;

}

i f ( Save . To . F i l e ) { dev . o f f ( ) ; }

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Sum Squared E r r o r − SSE T r a i n i n g E v o l u t i o n P l o t −−−−−−−−−−−−−−−−−−−−−−

fP lotSSE = f u n c t i o n (ANnet . L i s t , Save . To . F i l e ,

P l o t . Width , P l o t . He ight ) {

# Check ing f o r m i s s i n g arguments −−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( m i s s i n g ( Save . To . F i l e ) ) { Save . To . F i l e = FALSE ; }

i f ( m i s s i n g ( P l o t . Width ) ) { wid = 8 ; } e l s e { wid = P lo t . Width ; }

i f ( m i s s i n g ( P l o t . He ight ) ) { h e i = 6 ; } e l s e { h e i = P lo t . He ight ; }

# Get v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

k = NROW( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

epoch = matr i x ( 0 . , n , 1 ) ;

f o r ( i i n 1 : n ) {
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epoch [ i , ] = s l o t ( net [ [ i ] ] , " T r a i n i n gR e s u l t s " )$ epoch ;

}

SSE = a r r a y ( k∗ 100 . , dim=c (n , 3 , max( epoch ) ) ) ;

f o r ( i i n 1 : n ) {

SSE [ i , , 1 : epoch [ i , ] ] = s l o t ( net [ [ i ] ] ,

" T r a i n i n gR e s u l t s " )$SSE [ , 1 : epoch [ i , ] ] ;

}

# SSE e v o l u t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( Save . To . F i l e ) {

pdf ( Š P lo t s−ANnet−SSE . pdf Š , w idth=wid , h e i g h t=he i , paper=Š s p e c i a l Š ) ;

}

# C r e a t i n g the R e s u l t s Data Frame −−−−−−−−−−−−−

# G e t t i n g data v e c t o r s

I ndex = 1 :max( epoch ) ;

SSEmin = t ( app ly (SSE , c ( 2 , 3 ) , min ) ) ;

SSE = r e p l a c e (SSE , SSE==k∗ 100 . , 0 . ) ; # Workaround to ge t max

SSEmax = t ( app ly (SSE , c ( 2 , 3 ) , max ) ) ;

# Create the data . f rame o b j e c t

SSEdf = data . frame ( I ndex=Index ,

SSEmin1=SSEmin [ 1 :max( epoch ) , 1 ] ,

SSEmin2=SSEmin [ 1 :max( epoch ) , 2 ] ,

SSEmin3=SSEmin [ 1 :max( epoch ) , 3 ] ,

SSEmax1=SSEmax [ 1 :max( epoch ) , 1 ] ,

SSEmax2=SSEmax [ 1 :max( epoch ) , 2 ] ,

SSEmax3=SSEmax [ 1 :max( epoch ) , 3 ] ) ;

rm ( Index , SSEmin , SSEmax ) ;

# SSE P l o t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Pobj = ggp l o t ( SSEdf , ae s ( x=Index ))+

geom_r i b bon ( aes ( ymin=SSEmin1 , ymax=SSEmax1 , f i l l ="#CCE5FF" ) ,

s i z e =0.2 , c o l o r="#001933" , a l pha=0.4)+

geom_r i b bon ( aes ( ymin=SSEmin2 , ymax=SSEmax2 , f i l l ="#CCFFCC" ) ,

s i z e =0.2 , c o l o r="#003300" , a l pha=0.4)+

geom_r i b bon ( aes ( ymin=SSEmin3 , ymax=SSEmax3 , f i l l ="#FFCCCC" ) ,

s i z e =0.2 , c o l o r="#330000" , a l pha=0.4)+

s c a l e_y_log10 ()+

s c a l e_ f i l l _ i d e n t i t y ( name=" Datase t " , gu i de=" l egend " ,

l a b e l s=c ( " Test " , " V a l i d a t i o n " , " T r a i n i n g " ))+

theme_bw()+

theme ( t e x t = element_t e x t ( s i z e =18) ,

a x i s . t e x t . x=e lement_t e x t ( s i z e =14) ,

a x i s . t e x t . y=e lement_t e x t ( s i z e =14))+

l a b s ( x=" T r a i n i n g ␣Epoch " , y="SSE␣ ( log10 ) " ) ;

p l o t ( Pobj ) ;

i f ( Save . To . F i l e ) { dev . o f f ( ) ; }

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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ANnet Simulate

########################################################################

##################### ANnet − SIMULATION FUNCTION ######################

########################################################################

#

# This s c r i p t c o n t a i n s the f e e d f o r w a r d p r o c e d u r e to be used by the

# ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# fSim ( ) −−> Funct i on : r e t u r n s the output m at r i x o f a FeedForward

# s t e p f o r the ANnet f u n c t i o n

# ANnet . L i s t −−> An ANnet l i s t o b j e c t c r e a t e d by an ANnet f u n c t i o n

# I n p u t . Data −−> The i n p u t m a t r i x to be p r o c e s s e d

# Target . Data −−> The t a r g e t matr ix , used o n l y f o r NAR and NARX

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

#Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

#F u n c t i o n s

source ( "ANnet−Ac t i v a t i o nFun c t i o n s .R" ) ;

source ( "ANnet−Au x i l i a r y F u n c t i o n s .R" ) ;

source ( "ANnet−ModelTypeFunct ions .R" ) ;

source ( "ANnet−No rma l i s a t i o nFun c t i o n s .R" ) ;

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

#Simu la t e ANnet Object Func t i on ========================================

fS im = f u n c t i o n (ANnet . L i s t , I npu t . Data , Target . Data ,

Model . Type . Va r i a n t ) {

# G e t t i n g a l l the c o n s t a n t data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# G e t t i n g v a l u e s from ANnet . L i s t Object −−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

j = NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) ;

Model . Type = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$ModelType ;

d = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$TimeDelay ;

s p l i t F a c t o r = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$ Da t a s e t S p l i t F a c t o r ;

ActFun = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$ActFunctionName ;

a = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$ActFunctionPrmA ;

b = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$ActFunctionPrmB ;

B i a sFac t o r = s l o t ( net [ [ 1 ] ] , " Mod e l S p e c i f i c a t i o n s " )$B ia sFac t o r ;
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NormData = s l o t ( net [ [ 1 ] ] , " Da taNo rma l i s a t i on " )$Norma l i s a t i onCheck ;

NormMethod = s l o t ( net [ [ 1 ] ] , " Da taNo rma l i s a t i on " )$Norma l i sa t ionMethod ;

Xs ta t = s l o t ( net [ [ 1 ] ] , " Da taNo rma l i s a t i on " )$ I n p u t S t a t i s t i c s ;

Ot s t a t = s l o t ( net [ [ 1 ] ] , " Da taNorma l i s a t i on " )$ T a r g e t S t a t i s t i c s ;

# G e t t i n g v a l u e s pas sed to the f u n c t i o n −−−−−−−−−−−−−−−−−

# G e t t i n g the I n p u t data

X = Inpu t . Data ;

i = NCOL(X ) ;

k = NROW(X ) ;

i f ( m i s s i n g (Model . Type . Va r i a n t ) ) {

Model . Type . Va r i a n t = s l o t ( net [ [ 1 ] ] ,

" Mod e l S p e c i f i c a t i o n s " )$ModelTypeVar iant ;

}

# G e t t i n g the Target data

i f ( m i s s i n g ( Target . Data ) ) {

i f (Model . Type == "NAR" | | Model . Type == "NARX" ) {

stop ( " M i s s i ng ␣Target . Data " ) ;

} e l s e { Ot = matr i x ( 0 . , k , j ) ; }

} e l s e { Ot = Target . Data ; }

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Pre−p r o c e s s i n g some i n f o r m a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Check ing i f r e t r i e v e d Target data i s c o r r e c t −−−−−−−−−−

i f (NCOL(Ot ) != j ) { stop ( " I n v a l i d ␣Target . Data " ) ; }

i f (Model . Type . Va r i a n t == " Close−Loop " ) {

i f (NROW(Ot ) != d ) { stop ( " I n v a l i d ␣Target . Data " ) ; }

} e l s e {

i f (Model . Type == "NAR" | | Model . Type == "NARX" ) {

i f (NROW(Ot ) != k ) { stop ( " I n v a l i d ␣Target . Data " ) ; }

}

}

# Pre−p r o c e s s i n g the i n p u t data , i f n e c e s s a r y −−−−−−−−−−−

i f (Model . Type != " Input−Output " ) {

i f (Model . Type . Va r i a n t == "Open−Loop " ) {

X = fTimeDelayData (X, Ot , Model . Type , d ) ;

Ot = as . matr i x (Ot [ ( d+1):( k ) , ] ) ;

i = NCOL(X ) ;

k = NROW(X ) ;

} e l s e i f (Model . Type . Va r i a n t == " Close−Loop " ) {

Ottmp = matr i x ( 0 . , nrow=k , nco l=nco l (Ot ) ) ;

Ottmp [ 1 : d , ] = Ot ;

Ot = Ottmp ;

rm (Ottmp ) ;

X = fTimeDelayData (X, Ot , Model . Type , d ) ;

Ot = as . matr i x (Ot [ ( d+1):( k ) , ] ) ;

i = NCOL(X ) ;

k = NROW(X ) ;

}

}

i f ( i != NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$ I npu t ) ) {
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stop ( " I n c o r r e c t ␣nrow␣ Inpu t . Data " )

}

# N o r m a l i s i n g the data , i f n e c e s s a r y −−−−−−−−−−−−−−−−−−−−

i f (NormData == TRUE) {

X = fNorm (X, NormMethod , Xs ta t ) ;

Ot = fNorm (Ot , NormMethod , Ot s ta t ) ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Per fo rm ing the s i m u l a t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# C r e a t i n g the a r r a y to s t o r e the r e s u l t s

Osim = a r r a y ( 0 . , dim=c (n , k , j ) ) ;

# Looping through the s t o r e d ANnet models

f o r ( iEnsemb le i n 1 : n ) {

# G e t t i n g the w e i g h t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Wh1 = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$Wh1;

Wh2 = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$Wh2;

Wo = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$Wo;

WBh1 = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$WBh1;

WBh2 = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$WBh2;

WBo = s l o t ( net [ [ iEnsemb le ] ] , "Weights " )$WBo;

# G e t t i n g i n f o r m a t i o n about ANnet s t r u c t u r e −−−−−−−−−−−−−

h1 = i f e l s e ( i s . n u l l (Wh1) , 0 , NCOL(Wh1 ) ) ;

h2 = NCOL(Wh2) ;

# Bias −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Bh1 = matr i x ( B ia sFac to r , k , 1 ) ;

i f ( i s . n u l l (Wh1) ) { Bh1 = NULL ; }

Bh2 = matr i x ( B ia sFac to r , k , 1 ) ;

Bo = matr i x ( B ia sFac to r , k , 1 ) ;

# FEEDFORWARD −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Close −Loop data −−−−−−−−−−−−−−−−−−−−−−−−−−−

i f (Model . Type . Va r i a n t == " Close−Loop " ) {

i d = matr i x ( 1 : k , nrow=k , nco l =1);

X = fCloseLoopData ( id , X, s p l i t F a c t o r , Model . Type , d ,

ActFun , a , b ,

Wo, WBo, Bo , Wh2, WBh2, Bh2 ,

Wh1, WBh1, Bh1 ) ;

X = r b i n d (X$Xcal ,X$Xval ,X$Xts t ) ;

}

# Feedfo rward the data −−−−−−−−−−−−−−−−−−−−−−

Ff = fFeed f o rwa rd (X, ActFun , a , b , Wh2, Wo,

Bh2 , Bo , WBh2, WBo,

Wh1, Bh1 , WBh1) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# F i n a l i s i n g the s i m u l a t i o n f o r c u r r e n t ANnet −−−−−−−−−−−

# R e v e r t i n g n o r m a l i s a t i o n , i f n e c e s s a r y

i f (NormData == TRUE) { O = fNormInv ( Ff$O, NormMethod , Ot s ta t ) ;

} e l s e { O = Ff$O; }

# S t o r i n g the r e s u l t s

Osim [ iEnsemble , , ] = O;
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# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

}

# R etu r n i n g s i m u l a t i o n v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

r e t u r n (Osim ) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

}

# ======================================================================

ANnet Training

########################################################################

############### ANnet − 1 and 2 HIDDEN LAYERED VARIANTS ################

########################################################################

#

# This f u n c t i o n i s a Neura l Networks program / f u n c t i o n (1 or 2 h idden

# l a y e r e d ) , be i ng a MLP Feed fo rward Neura l Network and u s i n g

# Backpropagat ion as the t r a i n i n g p r o c e d u r e .

#

# S p e c i f i c a t i o n s :

# i −−> Dimens ion o f the i n p u t l a y e r ( i . e . number o f i n p u t neurons )

# h1 −−> Dimens ion o f the h idden l a y e r 1 ( i . e . number o f h idden neurons )

# h2 −−> Dimens ion o f the h idden l a y e r 2 ( i . e . number o f h idden neurons )

# j −−> Dimens ion o f the output l a y e r ( i . e . number o f output neurons )

# k −−> Dimens ion o f the data s e t ( i . e . number o f input −output p a i r s )

# X −−> I n p u t Matr i x − i x k d i m e n s i o n a l

# Y −−> Hidden Matr i x − hxk d i m e n s i o n a l

# A −−> A c t i v a t i o n Matr i x − hxk or j x k d i m e n s i o n a l

# O −−> Output Matr i x − j x k d i m e n s i o n a l

# Ot −−> Target Matr i x − j x k d i m e n s i o n a l

# W −−> Weight Matr i x − i x h or h x j d i m e n s i o n a l

# E −−> E r r o r Mat r i x − hxk or j x k d i m e n s i o n a l

# B −−> Bias Vecto r − kx1 d i m e n s i o n a l

# WB −−> Bias Weight Vecto r − hx1 or j x 1 d i m e n s i o n a l

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s ====================================

# L i b r a r i e s

supp r e s sMes sage s ( l i b r a r y ( " f B a s i c s " ) ) ;

# F u n c t i o n s
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source ( "ANnet−Ac t i v a t i o nFun c t i o n s .R" ) ;

source ( "ANnet−Au x i l i a r y F u n c t i o n s .R" ) ;

source ( "ANnet−E f f i c i e n c y C r i t e r i a F u n c t i o n s .R" ) ;

source ( "ANnet−ModelTypeFunct ions .R" ) ;

source ( "ANnet−No rma l i s a t i o nFun c t i o n s .R" ) ;

source ( Š ANnet−P l o tFunc t i o n s .R Š ) ;

source ( "ANnet−S imu la t e .R" ) ;

source ( "ANnet−Wri teDatase t .R" ) ;

# ======================================================================

# I n i t i a l i s i n g the ANnetTra in ing Funct i on ==============================

ANnetTra in ing = f u n c t i o n (Max . T r a i n i n g . Attempts ,

Input , Target ,

Model . S t r u c t u r e , Model . Type ,

Model . Type . Var i an t , Time . Delay ,

Data . No rma l i s a t i on , No rma l i s a t i o n . Method ,

Hidden . Laye r . Neurons ,

ActFun . Names ,

ActFun . Parameter . a , ActFun . Parameter . b ,

T r a i n i n g . Funct ion , Datase t . D i v i s i o n . Fac to r s ,

Max . T r a i n i n g . Epochs ,

B ia s . Factor ,

P r e l oad . Weights , P r e l oad . ANnet . Object ) {

# D e f i n i n g the pa ramete r s ============================================

X = as . matr i x ( I npu t ) ;

Ot = as . matr i x ( Target ) ;

d = Time . Delay ;

NormData = Data . No rma l i s a t i o n ;

NormMethod = No rma l i s a t i o n . Method ;

h = Hidden . Laye r . Neurons ;

i f (Model . S t r u c t u r e == "1−Hidden−Layered " ) {

h1 = 0 ;

h2 = h [ 1 ] ;

} e l s e i f (Model . S t r u c t u r e == "2−Hidden−Layered " ) {

h1 = h [ 1 ] ;

h2 = h [ 2 ] ;

} e l s e { stop ( "ERROR: ␣ I n v a l i d ␣Model . S t r u c t u r e " ) ; }

ActFun = ActFun . Names ;

a = ActFun . Parameter . a ;

b = ActFun . Parameter . b ;

t rFun = Tra i n i n g . Func t i on ;

s p l i t F a c t o r = Datase t . D i v i s i o n . Fa c t o r s ;

t r a i n i n gA t t emp t s = Max . T r a i n i n g . Attempts ;

epochMax = Max . T r a i n i n g . Epochs ;

# ====================================================================

# Loading the i n p u t i n f o r m a t i o n ======================================

# G e t t i n g the d i m e n s i o n s o f X and Ot −−−−−−−−−−−−−−−−−−−−−−

i = NCOL(X ) ;
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j = NCOL(Ot ) ;

k = NROW(X ) ;

# P r e p a r i n g the i n p u t data , i f n e c e s s a r y −−−−−−−−−−−−−−−−−−

i f (Model . Type == " Input−Output " ) { d = 0 ; }

e l s e { X = fTimeDelayData (X, Ot , Model . Type , d ) }

# Updat ing Ot data and I n d i c e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−

Ot = as . matr i x (Ot [ ( d+1):( k ) , ] ) ;

i = NCOL(X ) ;

k = NROW(X ) ;

# S t o r i n g the o r i g i n a l X and Ot b a s i c s t a t i s t i c s −−−−−−−−−−

Xsta t = l i s t (max=colMax (X) , min=colMin (X) ,

mean=colMeans (X) , stDev=co l S t d e v s (X ) ) ;

Ot s t a t = l i s t (max=colMax (Ot ) , min=colMin (Ot ) ,

mean=colMeans (Ot ) , stDev=co l S t d e v s (Ot ) ) ;

# N o r m a l i s i n g the i n p u t data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f (NormData == TRUE) {

X = fNorm (X, NormMethod , Xs ta t ) ;

Ot = fNorm (Ot , NormMethod , Ot s ta t ) ;

}

# C o n s o l i d a t i n g the data i n t o one m at r i x ( i d+X+Ot ) −−−−−−−−

idXOt = as . matr i x ( cb ind ( 1 : k , X, Ot ) ) ;

# ====================================================================

# D e f i n i n g Common Ob j ec t s ============================================

# BIAS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Hidden Laye r 1 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( h1 == 0) { # I f 1−Hidden Laye r −−−−−−−−−−

Bh1 = NULL ;

Bh1cal = NULL ;

Bh1val = NULL ;

Bh1tst = NULL ;

} e l s e { # I f 2−Hidden Laye r −−−−−−−−−−

Bh1 = matr i x ( B ia s . Factor , k , 1 ) ;

Bh1cal = matr i x (Bh1 [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , 1 ] ,

nco l=1, byrow = FALSE ) ;

Bh1val = matr i x (Bh1[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , 1 ] ,

nco l=1, byrow = FALSE ) ;

Bh1ts t = matr i x (Bh1[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , 1 ] ,

nco l=1, byrow = FALSE ) ;

}

# Hidden Laye r 2 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Bh2 = matr i x ( B ia s . Factor , k , 1 ) ;

Bh2cal = matr i x (Bh2 [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , 1 ] ,

nco l=1, byrow = FALSE ) ;

Bh2val = matr i x (Bh2[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , 1 ] ,
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nco l=1, byrow = FALSE ) ;

Bh2ts t = matr i x (Bh2[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , 1 ] ,

nco l=1, byrow = FALSE ) ;

# Output Laye r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Bo = matr i x ( B ia s . Factor , k , 1 ) ;

Boca l = matr i x (Bo [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , 1 ] ,

nco l=1, byrow = FALSE ) ;

Bova l = matr i x (Bo[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , 1 ] ,

nco l=1, byrow = FALSE ) ;

Bots t = matr i x (Bo[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , 1 ] ,

nco l=1, byrow = FALSE ) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# D e c l a r i n g the o v e r a l l b e s t attempt r e s u l t s m a t r i c e s −−−−−−−−−−−−−−−−

# E f f i c i e n c y C r i t e r i a − 1−Cal ; 2−Val ; 3−Test −−−−−−−−−−−−−−

R = matr i x ( 0 . , 3 , j ) ;

R2 = matr i x ( 0 . , 3 , j ) ;

NSE = matr i x ( 0 . , 3 , j ) ;

PBIAS = matr i x ( 1 00 . , 3 , j ) ;

# SSE G e n e r a l i s a t i o n Check −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

SSEvalCheckDim = 6 ; # C o n s e c u t i v e t r a i n i n g epochs

SSEcheckL imit = 0 . 0 0 1 ; # i . e . 0.1% o f change

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ====================================================================

# I n i t i a t i n g the t r a i n i n g at tempts ===================================

f o r ( nTra in ingAt tempt s i n 1 : t r a i n i n gA t t emp t s ) {

# S p l i t the i n p u t d a t a s e t i n Cal , Val , and Tst d a t a s e t s −−−−−−−−−−−−

# Randomis ing the data m a t r i x −−−−−−−−−−−−−−−−−−−−−−−−−−−

tmp = idXOt [ sample (NROW( idXOt ) ) , ] ;

i d = as . matr i x ( tmp [ , 1 : 1 ] ) ; #Index a r r a y

X = as . matr i x ( tmp [ , 2 : ( i +1 ) ] ) ; #I n p u t m at r i x

Ot = as . matr i x ( tmp [ , ( i +2) :( i+j +1) ] ) ; #Target m at r i x

# C r e a t i n g the Cal , Val , and Tst d a t a s e t s −−−−−−−−−−−−−−−

i d c a l = as . matr i x ( i d [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , ] ) ;

i d v a l = as . matr i x ( i d [(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , ] ) ;

i d t s t = as . matr i x ( i d [(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , ] ) ;

Xca l = as . matr i x (X [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , ] ) ;

Xva l = as . matr i x (X[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , ] ) ;

Xt s t = as . matr i x (X[(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+
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k∗ s p l i t F a c t o r [ 2 ] ) ) : k , ] ) ;

Otca l = as . matr i x (Ot [ 1 : as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) , ] ) ;

Otva l = as . matr i x (Ot [(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [ 1 ] ) ) :

( as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) , ] ) ;

Ot t s t = as . matr i x (Ot [(1+ as . i n t e g e r ( k∗ s p l i t F a c t o r [1 ]+

k∗ s p l i t F a c t o r [ 2 ] ) ) : k , ] ) ;

# C l e a r i n g v a r i a b l e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

rm ( tmp , X, Ot ) ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# D e c l a r i n g the attempts −s p e c i f i c m a t r i c e s −−−−−−−−−−−−−−−−−−−−−−−−−

# Weights −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( h1 == 0) { # I f 1−Hidden Laye r −−−−−−−−−−

# Neuron w e i g h t s

Wh1 = NULL ;

Wh2 = matr i x ( r u n i f ( i ∗h2 , −1. , 1 . ) , i , h2 ) ;

Wo = matr i x ( r u n i f ( h2∗ j , −1. , 1 . ) , h2 , j ) ;

# Bias w e i g h t s

WBh1 = NULL ;

WBh2 = matr i x ( r u n i f ( h2 , −1. , 1 . ) , h2 , 1 ) ;

WBo = matr i x ( r u n i f ( j , −1. , 1 . ) , j , 1 ) ;

} e l s e { # I f 2−Hidden Laye r −−−−−−−−−−−

# Neuron w e i g h t s

Wh1 = matr i x ( r u n i f ( i ∗h1 , −1. , 1 . ) , i , h1 ) ;

Wh2 = matr i x ( r u n i f ( h1∗h2 , −1. , 1 . ) , h1 , h2 ) ;

Wo = matr i x ( r u n i f ( h2∗ j , −1. , 1 . ) , h2 , j ) ;

# Bias w e i g h t s

WBh1 = matr i x ( r u n i f ( h1 , −1. , 1 . ) , h1 , 1 ) ;

WBh2 = matr i x ( r u n i f ( h2 , −1. , 1 . ) , h2 , 1 ) ;

WBo = matr i x ( r u n i f ( j , −1. , 1 . ) , j , 1 ) ;

}

# Check Pre l oad Weights c o n t r o l

i f ( P re l oad . Weights ) {

tmp = l oad ( P re l oad . ANnet . Object ) ;

nettmp = get ( tmp ) ;

n = l e n g t h ( net ) ;

i f ( n > 1) { message ( "WARNING: ␣ Load ing ␣ we i gh t s ␣ from␣1 s t

␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣ ob j e c t ␣ on l y " ) ; }

i f (NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$ I npu t ) == i &&

NCOL( s l o t ( net [ [ 1 ] ] , " Database " )$Target ) == j ) {

Wh2 = s l o t ( net [ [ 1 ] ] , "Weights " )$Wh2;

Wo = s l o t ( net [ [ 1 ] ] , "Weights " )$Wo;

WBh2 = s l o t ( net [ [ 1 ] ] , "Weights " )$WBh2;

WBo = s l o t ( net [ [ 1 ] ] , "Weights " )$WBo;

i f ( h1 == 0) { # I f 1−Hidden Laye r −−−−−−−−−−

Wh1 = NULL ;

WBh1 = NULL ;

} e l s e { # I f 2−Hidden Laye r −−−−−−−−−−−

Wh1 = s l o t ( net [ [ 1 ] ] , "Weights " )$Wh1;
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WBh1 = s l o t ( net [ [ 1 ] ] , "Weights " )$WBh1;

}

} e l s e {

stop ( " Cannot␣ p r e l o a d ␣ we i gh t s . ␣ D i f f e r e n t ␣ d imens i on s . " )

}

}

# T r a i n i n g s p e c i f i c −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Wh1TR = Wh1;

Wh2TR = Wh2;

WoTR = Wo;

WBh1TR = WBh1;

WBh2TR = WBh2;

WBoTR = WBo;

deltaW = NULL ;

SSEoTR = a r r a y (0 , dim=c ( 3 ) ) ;

Op t ima lSo l u t i on = FALSE ; # Optimal s o l u t i o n c o n t r o l check

u = 1 . ; # Combinat ion c o e f f i c i e n t

# E r r o r s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# SSE

SSEocal = matr i x ( k∗ 100 . , epochMax , 1 ) ;

SSEoval = matr i x ( k∗ 100 . , epochMax , 1 ) ;

SSEotst = matr i x ( k∗ 100 . , epochMax , 1 ) ;

SSEBestAttempt = matr i x ( k∗ 100 . , 3 , epochMax ) ;

# SSE G e n e r a l i s a t i o n Check

SSEvalCheckCounter = 1 ;

SSEvalCheck = a r r a y (0 , dim=c ( SSEvalCheckDim ) ) ;

SSEcheck = 1 . ;

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ==================================================================

# I n i t i a t e t r a i n i n g epochs =========================================

f o r ( epoch i n 1 : epochMax ) {

# FEEDFORWARD −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Close −Loop Data −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f (Model . Type . Va r i a n t == " Close−Loop " ) {

X = r b i n d ( Xcal , Xval , Xt s t ) ;

X = fC loseLoopData ( id , X, s p l i t F a c t o r , Model . Type , d ,

ActFun , a , b ,

Wo, WBo, Bo , Wh2, WBh2, Bh2 ,

Wh1, WBh1, Bh1 ) ;

Xca l = as . matr i x (X$Xca l ) ;

Xva l = as . matr i x (X$Xval ) ;

Xt s t = as . matr i x (X$Xts t ) ;

}

# C a l i b r a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

F f c a l = fFeed f o rwa rd ( Xcal , ActFun , a , b , Wh2, Wo,

Bh2cal , Bocal , WBh2, WBo,

Wh1, Bh1cal , WBh1) ;

# V a l i d a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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F f v a l = fFeed f o rwa rd ( Xval , ActFun , a , b , Wh2, Wo,

Bh2val , Boval , WBh2, WBo,

Wh1, Bh1val , WBh1) ;

# Test −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

F f t s t = fFeed f o rwa rd ( Xtst , ActFun , a , b , Wh2, Wo,

Bh2tst , Botst , WBh2, WBo,

Wh1, Bh1tst , WBh1) ;

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# E r r o r c a l c u l a t i o n − Sum Squared E r r o r − SSE −−−−−−−−−−−−−−−−−−−−

# Output l a y e r e r r o r −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Eoca l = Otca l − F f c a l $O;

Eova l = Otva l − F f v a l $O;

Eot s t = Ot t s t − F f t s t $O;

# Sum Squared E r r o r − SSE −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

SSEocal [ epoch , 1 ] = sum ( Eoca l ^ 2 . ) / 2 . ;

SSEoval [ epoch , 1 ] = sum ( Eova l ^ 2 . ) / 2 . ;

SSEotst [ epoch , 1 ] = sum ( Eo t s t ^2 . ) / 2 . ;

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Check ing g e n e r a l i s a t i o n h y p o t h e s i s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# C a l c u l a t i n g the p r o p o r t i o n a l SSEcheck change −−−−−−−−

i f ( epoch > 1) {

SSEcheck = abs ( SSEocal [ epoch ,1]− min ( SSEBestAttempt [ 1 , ] ) ) /

min ( SSEBestAttempt [ 1 , ] ) ;

# Check new v a l i d a t i o n SSE − G e n e r a l i s a t i o n h y p o t h e s i s

i f ( ( SSEoval [ epoch , 1 ] > min ( SSEBestAttempt [ 2 , ] ) ) | |

( SSEcheck < SSEcheckLimit ) ) {#I f t r a i n i n g i s not improv ing

i f ( epoch > SSEvalCheckDim ) { #And t h i s i s r e c u r r e n t , then

i f ( sum ( SSEvalCheck −1) == 0) { #G e n e r a l i s a t i o n a c h i e v e d

Opt ima lSo l u t i on = TRUE;

epoch = epochMax ;

break ; # Optimal s o l u t i o n found , e x i t t r a i n i n g l oop

} e l s e { #G e n e r a l i s a t i o n not a c h i e v e d

# SSEvalCheck update

SSEvalCheck [ SSEvalCheckCounter ] = 1 ;

SSEvalCheckCounter = SSEvalCheckCounter + 1 ;

}

}

}

}

# S t o r i n g t h i s s o l u t i o n i f c r i t e r i a a r e met −−−−−−−−−−−

i f ( ( epoch == 1) | | ( SSEoval [ epoch ,1] <min ( SSEBestAttempt [ 2 , ] ) ) ) {

# R e s t a r t the V a l i d a t i o n SSE Stop a r r a y −−−−−−−−−−−−−

SSEvalCheckCounter = 1 ;

SSEvalCheck = a r r a y (0 , dim=c ( SSEvalCheckDim ) ) ;

# S t o r i n g b e s t r e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Epoch

epochBestAttempt = epoch ;

# Outputs
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OcalBestAttempt = F f c a l $O;

OvalBestAttempt = F f v a l $O;

OtstBestAttempt = F f t s t $O;

# Sum Squared E r r o r

SSEBestAttempt [ 1 , 1 : epoch ] = SSEocal [ 1 : epoch , 1 ] ; #C a l i b r a t i o n

SSEBestAttempt [ 2 , 1 : epoch ] = SSEoval [ 1 : epoch , 1 ] ; #V a l i d a t i o n

SSEBestAttempt [ 3 , 1 : epoch ] = SSEotst [ 1 : epoch , 1 ] ; #Test

# Weights

Wh1BestAttempt = Wh1;

Wh2BestAttempt = Wh2;

WoBestAttempt = Wo;

WBh1BestAttempt = WBh1;

WBh2BestAttempt = WBh2;

WBoBestAttempt = WBo;

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# C a l c u l a t e the Weight updates −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

f o r (m i n 1 : 5 ) { # u check l oop

# C a l c u l a t e the Weight C o r r e c t i o n s −−−−−−−−−−−−−−−−−−−

# P r e v i o u s we ight update

deltaWp = deltaW ;

# T r a i n i n g f u n c t i o n

deltaW = fBackp ropaga t i on ( trFun , u , Eocal ,

F f c a l $So , F f c a l $Yh2 , Wo,

F f c a l $Sh2 , F f c a l $Yh1 , Wh2,

F f c a l $Sh1 , Xcal , Wh1,

P r e v i o u s . De l ta=deltaWp ) ;

# Update the w e i g h t s

WoTR = Wo + deltaW$deltaWo ;

Wh2TR = Wh2 + deltaW$deltaWh2 ;

i f ( h1 != 0) { Wh1TR = Wh1 + deltaW$deltaWh1 ; }

# WBoTR = WBo − t ( ( 1 . /u ) ∗(− t ( Boca l ) %∗% ( Soca l ∗ Eoca l ) ) ) ;

# WBh2TR = WBh2 − t ( ( 1 . /u ) ∗(− t ( Bh2ca l ) %∗% ( Sh2ca l ∗ Eh2ca l ) ) ) ;

# WBh1TR = WBh1 − t ( ( 1 . /u ) ∗(− t ( Bh1ca l ) %∗% ( Sh1ca l ∗ Eh1ca l ) ) ) ;

# FEEDFORWARD −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Close −Loop Data −−−−−−−−−−−−−−−−−−−−−−−

i f (Model . Type . Va r i a n t == " Close−Loop " ) {

X = r b i n d ( Xcal , Xval , Xt s t ) ;

X = fC loseLoopData ( id , X, s p l i t F a c t o r , Model . Type , d ,

ActFun , a , b ,

WoTR, WBoTR, Bo , Wh2TR, WBh2TR, Bh2 ,

Wh1TR, WBh1TR, Bh1 ) ;

Xca l = as . matr i x (X$Xca l ) ;

Xva l = as . matr i x (X$Xval ) ;

Xt s t = as . matr i x (X$Xts t ) ;

}

# C a l i b r a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

FfcalTR = fFeed fo rwa rd ( Xcal , ActFun , a , b , Wh2TR, WoTR,
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Bh2cal , Bocal , WBh2TR, WBoTR,

Wh1TR, Bh1cal , WBh1TR) ;

# V a l i d a t i o n −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

FfvalTR = fFeed fo rwa rd ( Xval , ActFun , a , b , Wh2, Wo,

Bh2val , Boval , WBh2TR, WBoTR,

Wh1TR, Bh1val , WBh1TR) ;

# Test −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

FftstTR = fFeed fo rwa rd ( Xtst , ActFun , a , b , Wh2, Wo,

Bh2tst , Botst , WBh2TR, WBoTR,

Wh1TR, Bh1tst , WBh1TR) ;

# C a l c u l a t e the new SSE −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Output l a y e r e r r o r

EocalTR = Otca l − FfcalTR$O;

EovalTR = Otva l − FfvalTR$O;

EotstTR = Ott s t − FftstTR$O;

# Sum Squared E r r o r − SSE

SSEoTR [ 1 ] = sum ( EocalTR ^2 . ) / 2 . ;

SSEoTR [ 2 ] = sum ( EovalTR ^2 . ) / 2 . ;

SSEoTR [ 3 ] = sum ( EotstTR ^2 . ) / 2 . ;

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

message ( "u : ␣" , u , "␣ | ␣SSE : ␣" , SSEocal [ epoch , 1 ] , "␣ | ␣SSE : ␣" ,SSEoTR [ 1 ] )

# Check i f c a l c u l a t i o n s have produced e r r o r s −−−−−−−−

i f ( i s . na (SSEoTR [ 1 ] ) | | i s . na (SSEoTR [ 2 ] ) | | i s . na (SSEoTR [ 3 ] ) ) {

# Return to p r e v i o u s we ight c o n f i g u r a t i o n

WoTR = Wo;

Wh2TR = Wh2;

Wh1TR = Wh1;

WBoTR = WBo;

WBh2TR = WBh2;

WBh1TR = WBh1;

deltaW = deltaWp ;

# I n c r e a s e u and e x i t l oop

u = u∗ 5 . ;

i f ( t rFun==" Steepe s t−Descent " ) { u=max(u , 1 . ) ; }

break ;

} e l s e { # Check i f SSE i n c r e a s e s o r d e c r e a s e s −−−−−−

i f (SSEoTR [ 1 ] > SSEocal [ epoch , 1 ] ) {

# Return to p r e v i o u s we ight c o n f i g u r a t i o n

WoTR = Wo;

Wh2TR = Wh2;

Wh1TR = Wh1;

WBoTR = WBo;

WBh2TR = WBh2;

WBh1TR = WBh1;

deltaW = deltaWp ;

u = u∗ 2 . ; #I n c r e a s e u

i f ( t rFun==" Steepe s t−Descent " ) { u=max(u , 1 . ) ; }

} e l s e {

# Weight update

Wo = WoTR;



330 Appendix 3

Wh2 = Wh2TR;

Wh1 = Wh1TR;

WBo = WBoTR;

WBh2 = WBh2TR;

WBh1 = WBh1TR;

u = i f e l s e ( t rFun==" Steepe s t−Descent " , u , u/ 2 . )

break ; #E x i t f o r l oop

}

}

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

} # End o f we ight update p r o c e s s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

} # End o f epoch i t e r a t i o n

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ==================================================================

# Check i f o p t i m a l s o l u t i o n found i s the b e s t o v e r a l l −−−−−−−−−−−−−−

i f ( ( nTra in ingAt tempt s == 1) | |

( SSEBestAttempt [ 1 , epochBestAttempt ] < SSEBest [ 1 , epochBest ] ) ) {

# S t o r e the b e s t r e s u l t f o r t h i s attempt −−−−−−−−−−−−−−−−−−−−−−−−−

epochBest = epochBestAttempt ;

# Index , I n p u t s and Outputs −−−−−−−−−−−−−−−−−−−−−−−−−

# Create the Index a r r a y

i d c a l = cb ind ( i d c a l , Š T r a i n i n g Š ) ;

i d v a l = cb ind ( i d v a l , Š V a l i d a t i o n Š ) ;

i d t s t = cb ind ( i d t s t , Š Test Š ) ;

# S t o r e the b e s t v a l u e s

i dBe s t = r b i n d ( i d c a l , i d v a l , i d t s t ) ;

XBest = r b i n d ( Xcal , Xval , Xt s t ) ;

OtBest = r b i n d ( Otcal , Otval , Ot t s t ) ;

OBest = r b i n d ( OcalBestAttempt , OvalBestAttempt , OtstBestAttempt ) ;

# S t o r e SSE and Weights −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Sum Squared E r r o r − SSE

SSEBest = SSEBestAttempt ;

# Weights

Wh1Best = Wh1BestAttempt ;

Wh2Best = Wh2BestAttempt ;

WoBest = WoBestAttempt ;

WBh1Best = WBh1BestAttempt ;

WBh2Best = WBh2BestAttempt ;

WBoBest = WBoBestAttempt ;

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

gc ( ) ; # R e l e a s e memory

} # End o f t r a i n i n g attempt i t e r a t i o n

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# ====================================================================

# Post−p r o c e s s i n g the Input , Target and Output data ==================

# I m p o r t i n g the b e s t r e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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i d = as . matr i x ( i dBe s t ) ;

X = as . matr i x ( XBest ) ;

Ot = as . matr i x ( OtBest ) ;

O = as . matr i x ( OBest ) ;

# N o r m a l i s a t i o n I n v e r s e , i f n e c e s s a r y −−−−−−−−−−−−−−−−−−−−−

i f (NormData == TRUE) {

X = fNormInv (X, NormMethod , Xs ta t ) ;

Ot = fNormInv (Ot , NormMethod , Ot s ta t ) ;

O = fNormInv (O, NormMethod , Ot s ta t ) ;

}

# F i x i n g the Cal , Val and Tst d a t a s e t s −−−−−−−−−−−−−−−−−−−−

X = cb ind ( id , X ) ;

Ot = cb ind ( id , Ot ) ;

O = cb ind ( id , O) ;

# Return the data to o r i g i n a l o r d e r i n g −−−−−−−−−−−−−−−−−−−−

i d = i d [ orde r ( as . i n t e g e r ( i d [ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

X = X[ orde r ( as . i n t e g e r (X [ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

Ot = Ot [ orde r ( as . i n t e g e r (Ot [ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

O = O[ orde r ( as . i n t e g e r (O[ , 1 ] ) , d e c r e a s i n g=FALSE ) , ] ;

# G e t t i n g the Input , Target and Output d a t a s e t s −−−−−−−−−−−

Xca l = X[X [ , 2 ] == " Tra i n i n g " , ]

Xva l = X[X [ , 2 ] == " Va l i d a t i o n " , ]

Xt s t = X[X [ , 2 ] == " Test " , ]

Otca l = Ot [ Ot [ , 2 ] == " Tra i n i n g " , ]

Otva l = Ot [ Ot [ , 2 ] == " Va l i d a t i o n " , ]

Ot t s t = Ot [ Ot [ , 2 ] == " Test " , ]

Oca lBest = O[O[ , 2 ] == " Tra i n i n g " , ]

Ova lBest = O[O[ , 2 ] == " Va l i d a t i o n " , ]

Ots tBes t = O[O[ , 2 ] == " Test " , ]

# Dropping the o r d e r i n g columns −−−−−−−−−−−−−−−−−−−−−−−−−−−

X = matr i x ( as . numeric (X [ , 3 : ( i +2) ] ) , nco l=i , byrow=FALSE ) ;

Ot = matr i x ( as . numeric (Ot [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

O = matr i x ( as . numeric (O[ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Xca l = matr i x ( as . numeric ( Xca l [ , 3 : ( i +2) ] ) , nco l=i , byrow=FALSE ) ;

Xva l = matr i x ( as . numeric ( Xva l [ , 3 : ( i +2) ] ) , nco l=i , byrow=FALSE ) ;

Xt s t = matr i x ( as . numeric ( Xt s t [ , 3 : ( i +2) ] ) , nco l=i , byrow=FALSE ) ;

Otca l = matr i x ( as . numeric ( Otca l [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Otva l = matr i x ( as . numeric ( Otva l [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Ot t s t = matr i x ( as . numeric ( Ot t s t [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Oca lBest = matr i x ( as . numeric ( Oca lBest [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Ova lBest = matr i x ( as . numeric ( Ova lBest [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

Ots tBes t = matr i x ( as . numeric ( Ots tBes t [ , 3 : ( j +2) ] ) , nco l=j , byrow=FALSE ) ;

# C a l c u l a t i n g the e f f i c i e n c y c r i t e r i a −−−−−−−−−−−−−−−−−−−−−

# C o r r e l a t i o n − R

R [ 1 , ] = cor ( Otcal , Oca lBest ) ; #C a l i b r a t i o n

R [ 2 , ] = cor ( Otval , Ova lBest ) ; #V a l i d a t i o n

R [ 3 , ] = cor ( Ottst , Ots tBes t ) ; #Test

# C o e f f i c i e n t o f De t e r m in a t i o n − R2

R2 [ 1 , ] = fR2 ( Otcal , Oca lBest ) ; #C a l i b r a t i o n

R2 [ 2 , ] = fR2 ( Otval , Ova lBest ) ; #V a l i d a t i o n
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R2 [ 3 , ] = fR2 ( Ottst , Ots tBes t ) ; #Test

# Nash−S u t c l i f f e E f f i c i e n c y C r i t e r i a − NSE

NSE [ 1 , ] = fNSE ( Otcal , Oca lBest ) ; #C a l i b r a t i o n

NSE [ 2 , ] = fNSE ( Otval , Ova lBest ) ; #V a l i d a t i o n

NSE [ 3 , ] = fNSE ( Ottst , Ots tBes t ) ; #Test

# Percent B ia s − PBIAS

PBIAS [ 1 , ] = fPBIAS ( Otcal , Oca lBest ) ; #C a l i b r a t i o n

PBIAS [ 2 , ] = fPBIAS ( Otval , Ova lBest ) ; #V a l i d a t i o n

PBIAS [ 3 , ] = fPBIAS ( Ottst , Ots tBes t ) ; #Test

# E x p o r t i n g the b e s t r e s u l t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i dBe s t = i d ;

XBest = X;

OtBest = Ot ;

OBest = O;

# ====================================================================

# C l e a r i n g the a u x i l i a r y v a r i a b l e s ===================================

rm ( l i s t=s e t d i f f ( l s ( ) ,

c ( " i d " , "X" , "O" , "Ot" , "Model . S t r u c t u r e " , "Model . Type " ,

"Model . Type . Va r i a n t " , "d" , " s p l i t F a c t o r " , "ActFun " , " a " , "b" ,

" B ia s . Fac to r " , "NormData" , "NormMethod" , " Xs ta t " , " Ot s t a t " ,

"Wh1Best " , "Wh2Best " , "WoBest" , "WBh1Best" , "WBh2Best" , "WBoBest" ,

" epochBest " , "R" , "R2" , "NSE" , "PBIAS" , " SSEBest " ) ) ) ;

# ====================================================================

# F i n i s h i n g the f u n c t i o n =============================================

# C r e a t i n g the l i s t o b j e c t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

ANnetDatabase = l i s t ( I n d i c e s=id , I npu t=X, Output=O, Target=Ot ) ;

ModelSpecs = l i s t (Model . S t r u c t u r e=Model . S t r u c tu r e ,

ModelType=Model . Type ,

ModelTypeVar iant=Model . Type . Var i an t ,

TimeDelay=d , Da t a s e t S p l i t F a c t o r=s p l i t F a c t o r ,

ActFunctionName=ActFun ,

ActFunctionPrmA=a , ActFunctionPrmB=b ,

B i a sFac t o r=Bia s . Fac to r ) ;

DataNorm = l i s t ( No rma l i s a t i onCheck=NormData ,

Norma l i sa t ionMethod=NormMethod ,

I n p u t S t a t i s t i c s=Xstat ,

T a r g e t S t a t i s t i c s=Ots ta t ) ;

Weights = l i s t (Wh1=Wh1Best , Wh2=Wh2Best , Wo=WoBest ,

WBh1=WBh1Best , WBh2=WBh2Best , WBo=WBoBest ) ;

T ra i n i ngRe s = l i s t ( epoch=epochBest , R=R , R2=R2 , NSE=NSE ,

PBIAS=PBIAS , SSE=SSEBest ) ;

# C r e a t i n g the ANnet o b j e c t −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

ANnet = s e t C l a s s ( "ANnet " , s l o t s = c ( Database=" l i s t " ,

Mod e l S p e c i f i c a t i o n s=" l i s t " ,

Da taNorma l i s a t i on=" l i s t " ,

Weights=" l i s t " ,

T r a i n i n gR e s u l t s=" l i s t " ) ) ;

gc ( ) ; # R e l e a s e memory
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r e t u r n (ANnet ( Database=ANnetDatabase ,

Mod e l S p e c i f i c a t i o n s=ModelSpecs ,

Da taNorma l i s a t i on=DataNorm ,

Weights=Weights ,

T r a i n i n gR e s u l t s=Tra i n i ngRe s ) )

# ====================================================================

}

# ======================================================================

ANnet Write Dataset

########################################################################

#################### ANnet − WRITE RESULTS TO CSV ######################

########################################################################

#

# This s c r i p t c o n t a i n s some f u n c t i o n s to w r i t e the d a t a s e t s used by an

# ANnet f u n c t i o n .

#

# S p e c i f i c a t i o n s :

# f W r i t e D a t a s e t ( ) −−> Funct i on : Wr i te the d e s i r e d d a t a s e t to a . c sv f i l e

# ANnet . Object −−> An ANnet o b j e c t c r e a t e d by an ANnet f u n c t i o n

# Datase t . Name −−> S t r i n g to s t o r e the d a t a s e t name ( Cal , Val , Test )

#

# Author : Ar thur Hras t E s s e n f e l d e r

# E−mai l : a r t h u r . e s s e n f e l d e r @ g m a i l . com

#

# V e r s i o n : 1 . 0

# Las t update on : 18/11/2016

# Las t m o d i f i e d by : Ar thur Hras t E s s e n f e l d e r

########################################################################

########################################################################

# Pre−Load ing L i b r a r i e s & F u n c t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# L i b r a r i e s

# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

# Write Datase t Func t i on −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

fWr i t eDa t a s e t = f u n c t i o n (ANnet . L i s t , Datase t .Name) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

net = ANnet . L i s t ;

n = l e n g t h ( net ) ;

i f ( m i s s i n g ( Datase t .Name) ) { dsName = Š A l l Š ; }

# Check ing i f i n p u t i s c o r r e c t −−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( ! dsName %i n% c ( Š T r a i n i n g Š , Š V a l i d a t i o n Š , Š Test Š ) ) {

message ( "WARNING: ␣The␣Datase t .Name␣ i n ␣ n e i t h e r ␣ o f ␣ the ␣ f o l l o w i n g : " ) ;

message ( "␣␣␣␣␣␣␣␣␣ Š Tra in i ng Š ␣ | ␣ Š Va l i d a t i o n Š ␣ | ␣ Š Test Š " ) ;

message ( "␣␣␣␣␣␣␣␣␣Wr i t i ng ␣ the ␣ f u l l ␣ d a t a s e t ␣ i n s t e a d " ) ;
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dsName = Š A l l Š ;

}

#S e l e c t the f i l e name to save −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

i f ( dsName == Š T r a i n i n g Š ) { d s F i l e = Š c a l Š ; }

i f ( dsName == Š V a l i d a t i o n Š ) { d s F i l e = Š v a l Š ; }

i f ( dsName == Š Test Š ) { d s F i l e = Š t s t Š ; }

i f ( dsName == Š A l l Š ) { d s F i l e = Š a l l Š ; }

# W r i t i n g the f i l t e r e d d a t a s e t to f i l e −−−−−−−−−−−−−−−−−−−−

f o r ( i i n 1 : n ) {

# G e t t i n g v a l u e s −−−−−−−−−−−−−−−−−−−−−−−−−−−−

i d = s l o t ( net [ [ i ] ] , " Database " )$ I n d i c e s ;

X = s l o t ( net [ [ i ] ] , " Database " )$ I npu t ;

Ot = s l o t ( net [ [ i ] ] , " Database " )$Target ;

# F i l t e r i n g the d a t a s e t −−−−−−−−−−−−−−−−−−−−−

X = as . matr i x ( cb ind ( id , X ) ) ;

Ot = as . matr i x ( cb ind ( id , Ot ) ) ;

i f ( dsName != Š A l l Š ) {

X = as . matr i x ( X[ which ( X[ ,2]==dsName ) , ] ) ;

Ot = as . matr i x (Ot [ which (Ot [ ,2]==dsName ) , ] ) ;

}

# Write the r e s u l t s to f i l e −−−−−−−−−−−−−−−−−

w r i t e . csv (X, f i l e=paste ( ŠX Š , d s F i l e , Š_ Š , i , Š . c s v Š , sep=Š Š ) ) ;

w r i t e . csv (Ot , f i l e=paste ( Š y Š , d s F i l e , Š_ Š , i , Š . c s v Š , sep=Š Š ) ) ;

}

}

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−



Appendix 4 – PCA Results

This appendix chapter summarises the results of the PCA data processing by

displaying the linear correlation values between the PCA components and variables

for each of the sub-basins studied in Chapter 3. In order to facilitate the display

of the data, the tables shown here are limited to the PCA component until which,

cumulatively, describes at least 95% of the input data variance. The highlighted

values correspond to values which the absolute linear correlation is higher than

0.50. Finally, the variables marked with a single star symbol (i.e. ∗) are the

variables selected for both PCA Scenarios I and II, while the variables marked with

a double star symbol (i.e. ∗∗) are the variables selected for the PCA Scenario II

only.

PCA Results
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Table A5.1: Linear correlation between PCA components and variables Ű Dese sub-basin.

Variables Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9 Dim.10 Dim.11 Dim.12

FLOW* 0.43 0.45 -0.32 0.20 -0.11 0.39 -0.27 0.25 -0.25 0.06 -0.04 -0.07
EVAP* -0.94 0.17 -0.09 0.14 -0.10 0.02 -0.01 0.00 0.03 0.11 -0.05 0.00
GWQ** 0.45 -0.15 -0.28 0.48 -0.27 0.27 -0.21 0.35 0.20 -0.09 0.17 -0.16
SW** 0.68 -0.16 -0.29 0.43 0.02 0.18 -0.09 0.05 0.11 0.00 -0.12 0.38
IRR** -0.12 -0.01 0.01 -0.13 -0.13 -0.57 -0.79 0.05 0.00 0.00 0.00 0.03
HMD.80CF* 0.71 0.39 0.50 0.18 -0.07 -0.08 0.05 0.02 -0.01 0.01 0.02 -0.02
HMD.80MS 0.61 0.43 0.52 0.23 -0.06 -0.09 0.05 0.03 -0.01 0.08 0.02 -0.03
HMD.80OG 0.67 0.36 0.51 0.26 -0.08 -0.14 0.05 -0.04 0.01 0.07 -0.05 0.00
HMD.80TS 0.67 0.39 0.54 0.17 -0.09 -0.09 0.04 0.00 0.00 0.05 -0.01 0.03
HMD.80ZB 0.67 0.36 0.52 0.21 -0.10 -0.12 0.05 -0.05 0.01 0.08 -0.04 0.00
PCP.80CF* 0.30 0.81 -0.32 -0.14 -0.02 0.11 -0.07 -0.10 -0.21 0.01 0.00 0.01
PCP.80MS 0.28 0.78 -0.29 -0.14 -0.02 0.05 -0.04 -0.08 -0.26 -0.01 0.05 0.06
PCP.80OG 0.30 0.75 -0.31 -0.17 -0.02 0.05 -0.03 -0.17 0.30 0.01 -0.04 -0.05
PCP.80TS 0.30 0.80 -0.31 -0.17 -0.02 0.08 -0.06 -0.18 0.08 -0.02 0.00 -0.01
PCP.80ZB 0.31 0.78 -0.31 -0.16 -0.02 0.06 -0.04 -0.18 0.25 -0.02 -0.02 -0.02
SLR.80CF** -0.93 0.00 -0.10 0.17 -0.11 0.08 -0.05 -0.11 0.03 0.22 -0.07 0.01
SLR.80OG -0.93 0.02 -0.10 0.17 -0.10 0.07 -0.05 -0.10 0.01 0.21 -0.06 0.01
SLR.80ZB -0.93 0.02 -0.10 0.17 -0.11 0.07 -0.05 -0.09 0.02 0.21 -0.06 0.00
TMP.80CF* -0.83 0.47 0.23 0.09 0.02 0.00 0.01 0.11 0.01 -0.12 -0.07 0.00
TMP.80MS -0.83 0.46 0.24 0.10 0.02 0.00 0.01 0.10 0.01 -0.12 -0.07 0.00
TMP.80OG -0.82 0.48 0.24 0.08 0.02 0.00 0.01 0.12 0.00 -0.13 -0.01 0.00
TMP.80TS -0.82 0.48 0.23 0.01 0.03 -0.01 0.02 0.11 0.01 -0.12 -0.07 0.00
TMP.80ZB -0.83 0.47 0.23 0.09 0.02 0.00 0.01 0.11 0.00 -0.13 -0.06 -0.01
WND.80MS 0.11 0.32 -0.67 0.03 0.12 -0.34 0.24 0.38 0.01 -0.02 -0.03 0.15
WND.80TS** 0.10 0.28 -0.69 0.10 0.11 -0.39 0.24 0.28 0.01 0.20 -0.02 -0.16
Spring* -0.27 0.06 -0.41 0.67 0.24 -0.20 0.00 -0.39 -0.07 -0.13 0.16 -0.03
Summer* -0.60 0.32 0.30 -0.37 -0.35 0.06 0.08 0.22 0.05 0.12 0.30 0.15
Autumn* 0.38 0.00 0.31 -0.18 0.75 0.20 -0.20 0.20 0.06 0.11 -0.15 -0.05
Winter* 0.51 -0.38 -0.21 -0.13 -0.64 -0.05 0.12 -0.02 -0.04 -0.11 -0.31 -0.07
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Table A5.2: Linear correlation between PCA components and variables Ű Zero sub-basin.

Variables Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9 Dim.10 Dim.11 Dim.12

FLOW* 0.45 -0.39 0.33 -0.31 0.16 -0.41 0.21 -0.24 0.06 -0.07 0.06 0.37
EVAP* -0.94 -0.16 0.10 -0.13 0.09 -0.02 0.00 0.00 -0.05 -0.09 0.05 -0.05
GWQ** 0.46 0.15 0.29 -0.49 0.30 -0.28 0.20 -0.32 -0.03 0.08 -0.17 -0.23
SW** 0.69 0.16 0.29 -0.44 -0.02 -0.18 0.01 -0.02 -0.03 0.04 0.08 -0.15
IRR** -0.23 0.02 -0.01 0.28 0.19 0.37 0.83 -0.08 -0.01 0.00 0.02 -0.02
HMD.80CF* 0.71 -0.39 -0.49 -0.17 0.07 0.11 -0.02 -0.02 -0.02 -0.08 -0.01 -0.02
HMD.80MS 0.61 -0.43 -0.51 -0.22 0.06 0.12 -0.01 -0.03 -0.02 -0.09 0.00 -0.04
HMD.80OG 0.67 -0.37 -0.50 -0.24 0.08 0.17 -0.01 0.03 -0.06 -0.04 0.05 0.00
HMD.80TS 0.67 -0.39 -0.54 -0.16 0.09 0.12 -0.01 0.00 -0.03 -0.04 0.01 0.01
HMD.80ZB 0.68 -0.37 -0.51 -0.19 0.10 0.15 -0.02 0.05 -0.06 -0.05 0.04 0.02
PCP.80CF* 0.30 -0.80 0.32 0.16 0.02 -0.10 0.03 0.12 0.21 -0.12 0.02 -0.04
PCP.80MS 0.28 -0.78 0.29 0.16 0.01 -0.05 0.01 0.10 0.32 -0.16 0.00 -0.15
PCP.80OG 0.30 -0.75 0.31 0.18 0.01 -0.08 0.02 0.16 -0.28 0.14 0.00 -0.02
PCP.80TS 0.30 -0.79 0.31 0.18 0.02 -0.10 0.04 0.18 -0.04 0.04 -0.01 -0.03
PCP.80ZB 0.31 -0.79 0.32 0.16 0.02 -0.10 0.03 0.17 -0.21 0.12 -0.01 0.01
SLR.80CF** -0.92 0.00 0.10 -0.18 0.11 -0.07 0.02 0.12 -0.12 -0.17 0.09 -0.03
SLR.80OG -0.93 -0.02 0.10 -0.18 0.10 -0.06 0.02 0.12 -0.09 -0.18 0.09 -0.04
SLR.80ZB -0.93 -0.02 0.10 -0.18 0.11 -0.06 0.03 0.11 -0.10 -0.18 0.09 -0.05
TMP.80CF* -0.83 -0.47 -0.23 -0.11 -0.02 0.00 -0.01 -0.11 0.05 0.12 0.05 -0.01
TMP.80MS -0.83 -0.46 -0.23 -0.11 -0.01 0.00 -0.01 -0.10 0.04 0.12 0.06 -0.01
TMP.80OG -0.82 -0.48 -0.23 -0.09 -0.02 -0.01 -0.01 -0.12 0.06 0.12 0.05 -0.01
TMP.80TS -0.82 -0.48 -0.23 -0.11 -0.02 0.00 -0.01 -0.11 0.05 0.12 0.05 -0.01
TMP.80ZB -0.83 -0.47 -0.23 -0.10 -0.01 0.00 -0.01 -0.11 0.06 0.12 0.05 -0.01
WND.80MS 0.11 -0.32 0.68 -0.01 -0.12 0.35 -0.18 -0.41 0.01 0.04 0.01 -0.03
WND.80TS** 0.10 -0.28 0.70 -0.07 -0.12 0.42 -0.15 -0.31 -0.12 -0.16 0.05 0.04
Spring* -0.27 -0.06 0.41 -0.64 -0.24 0.29 0.11 0.39 0.08 0.08 -0.16 0.08
Summer* -0.60 -0.32 -0.30 0.34 0.35 -0.10 -0.14 -0.22 -0.07 -0.12 -0.30 0.01
Autumn* 0.38 0.00 -0.32 0.16 -0.74 -0.27 0.17 -0.20 -0.07 -0.08 0.16 -0.08
Winter* 0.51 0.38 0.20 0.14 0.63 0.08 -0.14 0.03 0.06 0.12 0.31 -0.02
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Table A5.3: Linear correlation between PCA components and variables Ű Marzenego sub-basin.

Variables Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9 Dim.10 Dim.11

FLOW* 0.45 -0.56 -0.36 0.06 -0.07 0.22 0.40 -0.05 -0.02 -0.07 0.10
EVAP* -0.95 -0.15 -0.10 -0.09 -0.13 0.04 0.04 0.00 0.12 -0.02 0.03
GWQ** 0.50 0.17 -0.28 -0.21 -0.38 0.21 0.51 0.23 -0.10 0.16 0.14
SW** 0.66 0.19 -0.30 -0.36 -0.09 0.21 0.20 -0.04 0.11 -0.11 -0.43
IRR** -0.13 0.01 0.03 0.24 -0.09 -0.84 0.45 -0.02 0.02 -0.02 -0.08
HMD.80CF 0.69 -0.40 0.48 -0.19 -0.16 -0.04 -0.03 0.05 0.06 0.03 0.03
HMD.80OG 0.66 -0.38 0.49 -0.27 -0.21 -0.09 -0.05 0.00 0.10 -0.01 0.04
HMD.80TS* 0.66 -0.40 0.52 -0.18 -0.18 -0.05 -0.04 0.00 0.05 0.01 0.01
HMD.80ZB 0.67 -0.38 0.50 -0.23 -0.21 -0.08 -0.06 -0.01 0.10 0.01 0.04
PCP.80CF 0.28 -0.79 -0.33 0.11 0.05 -0.02 -0.06 -0.07 -0.03 -0.02 0.03
PCP.80OG 0.30 -0.77 -0.35 0.13 0.05 -0.03 -0.07 -0.10 0.06 0.06 -0.06
PCP.80TS* 0.29 -0.82 -0.36 0.13 0.04 0.01 -0.01 -0.13 -0.03 -0.02 0.05
PCP.80ZB 0.30 -0.80 -0.36 0.12 0.05 -0.02 -0.05 -0.12 0.02 0.04 -0.04
SLR.80CF -0.93 0.01 -0.12 -0.12 -0.13 0.04 0.06 -0.13 0.22 0.01 0.05
SLR.80OG -0.94 -0.01 -0.12 -0.12 -0.12 0.03 0.06 -0.12 0.20 0.01 0.05
SLR.80ZB** -0.93 -0.01 -0.12 -0.12 -0.13 0.03 0.06 -0.11 0.21 0.01 0.06
TMP.80CF -0.83 -0.45 0.23 -0.09 -0.03 0.04 0.06 0.10 -0.10 -0.12 -0.03
TMP.80OG -0.82 -0.46 0.23 -0.08 -0.02 0.04 0.06 0.10 -0.11 -0.12 -0.04
TMP.80TS* -0.82 -0.46 0.23 -0.10 -0.03 0.04 0.06 0.10 -0.10 -0.12 -0.04
TMP.80ZB -0.83 -0.45 0.23 -0.08 -0.03 0.04 0.06 0.10 -0.11 -0.12 -0.03
WND.80TS** 0.08 -0.23 -0.64 -0.12 0.08 -0.20 -0.22 0.62 0.17 -0.02 0.01
Spring* -0.29 -0.03 -0.43 -0.75 0.06 -0.26 -0.13 -0.15 -0.19 0.11 0.02
Summer* -0.60 -0.32 0.30 0.46 -0.25 0.15 -0.01 0.13 0.02 0.29 -0.17
Autumn* 0.39 -0.02 0.35 -0.01 0.76 0.11 0.29 0.05 0.16 -0.09 0.07
Winter* 0.51 0.38 -0.23 0.30 -0.56 0.00 -0.15 -0.03 0.01 -0.31 0.07
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Table A5.4: Linear correlation between PCA components and variables Ű Montalbano sub-basin.

Variables Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9 Dim.10 Dim.11

FLOW* 0.26 -0.63 -0.36 0.09 -0.07 0.02 -0.26 0.21 -0.49 0.04 -0.01
EVAP* -0.95 -0.12 -0.04 0.11 -0.06 0.02 -0.04 -0.02 0.00 -0.10 0.03
GWQ** 0.48 0.16 -0.17 0.32 -0.29 0.08 -0.64 0.13 0.23 -0.03 -0.11
SW** 0.59 0.22 -0.32 0.49 0.13 0.03 -0.19 0.08 0.11 0.06 0.15
IRR** -0.09 0.01 0.01 -0.06 -0.20 -0.97 -0.09 0.01 0.01 0.01 0.02
HMD.80DI 0.69 -0.36 0.54 0.19 -0.02 -0.01 0.01 -0.05 0.00 -0.09 0.02
HMD.80DV* 0.69 -0.35 0.52 0.21 -0.02 -0.02 0.01 -0.07 -0.02 -0.12 -0.03
HMD.80LE 0.70 -0.36 0.51 0.25 0.00 -0.01 0.04 -0.06 -0.03 -0.10 -0.01
HMD.80MM 0.65 -0.40 0.55 0.22 -0.01 -0.01 0.00 -0.03 0.00 -0.07 0.03
HMD.80VV 0.66 -0.39 0.55 0.25 0.00 -0.03 0.06 -0.05 -0.02 -0.08 0.03
PCP.80DI 0.25 -0.78 -0.39 -0.04 -0.02 -0.01 0.10 0.04 0.19 -0.02 -0.04
PCP.80DV* 0.25 -0.80 -0.41 -0.04 -0.03 -0.01 0.11 0.06 0.17 -0.02 -0.02
PCP.80LE 0.25 -0.79 -0.38 -0.01 -0.04 0.00 -0.01 0.06 -0.22 0.05 0.00
PCP.80MM 0.24 -0.78 -0.38 -0.02 -0.03 0.00 0.09 0.05 0.06 0.01 0.06
PCP.80VV 0.24 -0.78 -0.40 -0.04 -0.04 -0.01 0.13 0.07 0.20 -0.03 0.04
SLR.80DI -0.95 0.01 -0.06 0.22 -0.02 -0.01 0.04 0.11 -0.01 -0.15 0.04
SLR.80DV** -0.95 0.00 -0.06 0.22 0.03 0.00 0.04 0.11 -0.01 -0.15 0.04
SLR.80LE -0.95 0.01 -0.05 0.20 -0.04 -0.01 0.04 0.11 -0.01 -0.17 0.02
SLR.80MM -0.95 0.02 -0.07 0.21 -0.03 0.00 0.05 0.11 -0.01 -0.16 0.03
SLR.80VV -0.95 0.01 -0.06 0.21 -0.03 -0.01 0.05 0.11 -0.01 -0.16 0.03
TMP.80DI -0.84 -0.42 0.26 -0.02 0.03 0.02 -0.13 -0.09 0.03 0.11 0.08
TMP.80DV* -0.83 -0.43 0.27 -0.02 0.03 0.02 -0.12 -0.09 0.03 0.12 0.08
TMP.80LE -0.84 -0.42 0.28 -0.01 0.03 0.02 -0.12 -0.09 0.03 0.12 0.08
TMP.80MM -0.83 -0.43 0.28 -0.01 0.03 0.02 -0.12 -0.09 0.03 0.12 0.08
TMP.80VV -0.83 -0.43 0.27 -0.02 0.03 0.02 -0.12 -0.09 0.03 0.12 0.08
WND.80DV** 0.12 -0.09 -0.61 -0.18 0.17 0.00 -0.23 -0.63 -0.06 -0.29 0.06
Spring* -0.30 -0.01 -0.30 0.64 0.54 -0.13 0.10 -0.16 -0.01 0.16 -0.19
Summer* -0.60 -0.30 0.26 -0.30 -0.50 0.09 -0.05 -0.05 0.01 -0.07 -0.28
Autumn* 0.38 -0.04 0.26 -0.51 0.57 -0.03 -0.20 0.32 0.04 -0.16 0.15
Winter* 0.53 0.36 -0.22 0.17 -0.61 0.07 0.14 -0.10 -0.04 0.07 0.32
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