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Earnings management (EM) is permissible under various accounting statutes and guidelines, by which the management of a company adjusts its earnings so that the figures match a predetermined target. It is often employed to manipulate earnings for the purpose of income smoothing; i.e., rather than having years of exceptionally good or bad earnings, companies try to keep the figures relatively stable and healthy by adding and removing cash from reserve accounts, or, “cookie jar” accounts – accounting-based EM. In real-activities based EM, earnings are manipulated using methods that deviate from normal business practices (e.g., R&D budget cuts), undertaken with the primary objective of meeting certain earnings. EM is typically carried out with the intention that healthy and stable earnings are important in attracting investment from the market. However, as noted by Arthur Levitt, the former Chairman of the US SEC, its widespread use to prepare financial statements, gives reasons to believe that companies may be indulging in manipulating earnings through illegal and fraudulent ways – i.e., manipulative earnings management (MEM) – in stead of managing them through permissible and prudent means. To paraphrase Warren Buffett, managers who promise to make the numbers will at some point intend to make up the numbers.

Although, EM has been described as an intentional action, but nothing further has been said about the intentional element underlying it. Our dissertation is an attempt to investigate relative deprivation (RD) – i.e., people’s reaction to objective situations depend on their subjective comparisons – as a causal factor behind the intention to manipulate earnings in the name of managing them. We have attempted this by undertaking our research in three phases, namely: (a) Accounting, Accountability and Earnings Management; (b) Human Rationality – A Critique from an Economic-Psycho-Sociological Perspective; and, (c) Turning Expectations from Relative Deprivation into Inspirations to Manipulate Earnings! An Empirical Study Based on a Real Case.

In the first chapter – Accounting, Accountability and Earnings Management – we have discussed the transformation that accounting has undergone from being a vital means to make firms accountable towards their stakeholders and society, to its new avatar of accounting manipulations by which it enables companies to attract investment from the market by making them to look (sic) attractive, using various EM techniques; which, in one sense, is a “paradigm shift” that accounting has undergone from its traditional and foundational tenets. Additionally, we have undertaken an literature review that reveals that much of the research on EM has been done from the rationalist paradigm that emphasises the fact that managers manage earnings in order to safeguard and further their self-interest, and maximise their utility – the neoclassical paradigm.

The second chapter – Human Rationality – A Critique from an Economic-Psycho-Sociological Perspective – is a critique on human rationality – especially in its neo-classical avatar. We have done it by taking into account the perspectives of economists, psychologists and sociologists. Some of the salient findings in this
chapter are: agents systematically violate the axioms of standard economic theories; they are boundedly rational; while making decisions, they often use heuristics and are prone to biases; economic actions are socially embedded; and so on. It concludes with a note that human beings although are rational, but limitedly so.

Finally, the third chapter – Turning Expectations from Relative Deprivation into Inspirations to Manipulate Earnings! An Empirical Study Based on a Real Case – is an empirical study based on the Enron Scandal. Using Searle’s notion of (Human) Intentionality from the perspective of the theory of mind and Malle’s theorisation of intentional action from the perspective of social psychology, we have investigated the role of RD as the reason behind the intention – i.e., the causal history of reason – to carry out MEM. We have attempted this by taking into consideration that (managerial) decision-making, along with being an economical activity, is socially situated. Thus, there are various societal factors that bring about MEM. And, we have elucidated that RD is an important factor to zero in on here, particularly in the context of our contemporary society dominated by the ethos of the American Dream that postulate that a person needs to be (financially) rich and (socially) famous in order to be seen as successful. This empirical study is based on the opinions of management practitioners, which we collected using vignettes in an Web-survey (i.e., a mix of qualitative and quantitative methods), and analysed using descriptive statistics. Our findings are mixed in the sense that while answering if RD causes earnings management to stray into earnings manipulations, the respondents have supported it in varying degrees, under two different situations. That is, when we directly asked if RD cause EM to stray into MEM, the respondents supported it to a lesser degree than if EM stray into MEM when directional goals (to overcome RD) overshadow accuracy goals (to report earnings prudently). We attribute this anomaly to question-answer framing effects (involving both wording and situational factors) and social desirability bias. Additionally, based on some interesting observations on MEM vis-à-vis RD, we have zeroed in on Behavioural Accounting as a potential field where our findings have relevant applicability. As the concluding remark, we are of the view that the philosophy of mind – especially the analytical works on Intentionality – can potentially set the roadmap for future research on the causal correlates behind managing earnings, including manipulating them.
1. Accounting, Accountability, and the Practice of Earnings Management

“Practicing accountants and managers face similar alternatives in relation to accounting information. They can put effort and energy into seeking to improve the nature and quality of the information they use, or alternatively, they can look to the conditions and consequences of their actual use of this information. As information divorced from use is literally meaningless, it is only through a combination of these two approaches that researchers and practitioners can hope to understand and enhance the effectiveness of accounting practice.”

Accounting is theorised in and around various organisational practices (e.g., preparing finance statements).\(^3\) Earnings management (EM) is a technique, using which company decision-makers present earning figures in finance statements through managerial judgements based on justification, speculation and, even, deception; they generally carry it out to achieve some individual gains by meeting organisational goals, with the intent to manifest (sic) accountability towards the organisation and its stakeholders.\(^3,4\) Thus, three key aspects of EM are: accounting (giving accounts), accountability, and accounting methods (to manage earnings). Let us briefly discuss them before furthering our dissertation which is on EM.

“[…] The real power of accounting […] lies in the way in which, as a structure of meaning, it comes to define what shall and shall not count as significant within an organization.”\(^5\) In management studies, accounting mainly entails management accounting and financial accounting. The former deals with the inside activities of an organisation, provides information to inside stakeholders (like employees) enabling them to carry out efficient decision-making. Whereas, financial accounting mainly provides information to outside stakeholders like shareholders, so that they make informative investments in firms. Thus, accounting in its totality concerns with descriptions of various past, present and future (economic) activities of a firm that are relevant for its stakeholders. Putting it succinctly: “[…] accounting [comprises of […] all those spatially and historically varying calculative practices – ranging from budgeting to fair value accounting – that allow accountants and others to describe and act on entities, processes, and persons [purposefully…].”\(^6\) Two of the most important purposes of accounting is that: (a) firms gives accounts\(^7\) about themselves to their stakeholders – employees, shareholders, regulators, auditors, suppliers, customers, etc. – thereby manifesting their accountability towards them;\(^8\) (b) this accounts-giving, in turn, helps them to attract resources from them.\(^9\)

“[…] Organizations depend on a flow of resources for survival; society has beliefs in the efficacy of “rational” management practices; organizations which adopt such practices are more likely to be rewarded [e.g., attracting capital]. […]”\(^10\)

An account is a description of reality through words and numbers,\(^11\) through which agents become accountable to one another. To be accountable is to be “[…] detectable, countable, recordable, reportable, tell-a-story-about-able, analyzable […].”\(^12\) By being accountable and thereby manifesting accountability, agents attempt to make their invisible intents/motives visible and hence verifiable.\(^13\) In this way, through accounting, a firm manifests its accountability towards its stakeholders.
“Accountability is the capacity and willingness to give explanations for conduct, stating how one has discharged one’s responsibilities. Accountability therefore involves both an explaining of conduct with a credible story of what happened, and a calculation and balancing of competing obligations, including moral ones. These two faces of accountability are also seen in the etymology of the word ‘account’ and are crucial for understanding the social construction of accountability. In the Oxford English Dictionary, we see that account comes from both the Old French a conter, meaning to tell a story and from the late Latin acc computare, meaning to compute. Accountability thus entails the giving of an account as in a narration of what transpired (a recounting of events in a story form) and giving an account as in a reckoning of money (a calculation of net balances of events in a transaction form).”

Agents give accounts through various socio-economic activities, and in doing so, they become accountable to one another; in the process, ethos appear. As a result, they get socio-economic identities, undergo alignments and realignments among themselves, facilitate communities and become members of them, let the generated ethos link them to other communities, and in this way accountability towards each other spreads, spatio-temporally. Thus, accounting is a vital means to create ethos in the business community – the Market, based on which transactions and interactions between firms and their stakeholders take place. And in this manner, accountability between agents and firms emerges, spreads and gets institutionalised.

1.1. Organisational Accountability in the Context of Contemporary Accounting Practices

Watching some of the happenings in the market that have grabbed the limelight in the recent times, it can be said that accounting is either not all about manifesting accountability or the very notion of accountability in the context of accounting over the years has undergone metamorphoses.

“With the bursting of the Internet bubble in 2000, the previously bullish stock markets became bearish, and the ugly truth eventually caught up with companies that allegedly tried to obscure unpleasant reality in their accounting reports. The first big scandal occurred in 2000, when Xerox revealed that it had overstated profits by $1.4 billion over a 4-year period. Unfortunately, Xerox was not an isolated instance. Twenty large and highly publicized scandals followed between October 2001 and the enactment of Sarbanes-Oxley Act of 2002, including those involving WorldCom, Adelphia, Tyco, and Global Crossing. […] The corporate meltdowns in the wake of the scandals caused hundreds of millions of dollars in losses to investors. The largest collapse was that of WorldCom in May 2002, with estimated losses approximating $180 billion.”

“Historically, bubbles are followed by crashes, which in turn are followed by punitive legislation. The 1999-2003 era is fully consistent with this pattern […] During the collapse of the high tech bubble in 2000 and 2001, publicly held firms audited by the Big Five fell by over $1 trillion in market value. […]”

“Increasingly, I [Arthur Levitt, the former Chairman of the U.S. Securities & Exchange Commission (SEC)] have become concerned that the motivation to meet Wall Street earnings expectations may be overriding common sense business practices. Too many corporate managers, auditors, and analysts are participants in a game of nods and winks. In the zeal to satisfy consensus earnings estimates and project a smooth earnings path [through creative accounting practices which includes earnings management, wishful thinking may be winning the day over faithful representation. […] As a result, I fear that we are witnessing an erosion in the quality of earnings, and therefore, the quality of
financial reporting. Managing may be giving way to manipulation; Integrity may be losing out to illusion.”

“[… A study conducted in 2000 finds that in 1998 the] stockholders [in the U.S.A.] come from all walks of life, young and old, rich and not so rich. […] Interestingly, half of those stockholders have income of less than $57,000 and only 18 percent have family incomes that exceed $100,000. Indeed, the average stockholder today is the average American who lives next door, is your aunt or uncle, a close friend or family member.”

‘[…] There is a crisis of confidence today about corporate earnings reports and the credibility of chief executives. And it’s justified. For many years, I’ve [Warren Buffett] had little confidence in the earnings numbers reported by most corporations. I’m not talking about Enron and WorldCom – examples of outright crookedness. Rather, I am referring to the legal, but improper, accounting methods used by chief executives to inflate reported earnings. […] To clean up their act on these fronts, C.E.O.’s don’t need “independent” directors, oversight committees or auditors absolutely free of conflicts of interest. They simply need to do what’s right. […] The attitudes and actions of C.E.O.’s are what determine corporate conduct. […] C.E.O.s want to be respected and believed. They will be – and should be – only when they deserve to be. […]’

Thus, accounting in no more confined to business only but concerned with society too. Additionally, the business ethos has undergone a “paradigm shift” in the sense that the accountability aspect of accounting has often been ignored. What is accountability? For that matter, what is it in our contemporary era? Is it about being responsible to a selected few (e.g., to the owners of a company)? Has it become a hostage to the neo-classical economics paradigm and its underlying tenets that treat people as “… utilitarian, rationalist, and individualist”?

What role does accounting play in upgrading or downgrading accounts-giving activities through accounting statements to make firms accountable to their stakeholders? And, so forth.

Wood (1990) views that a corporation exists for the generation and distribution of wealth in society, and accounts must be produced to report these activities. Financial accounting is an important means through which firms give accounts and become accountable to society by representing, in some cases constructing, their states of affairs through financial numbers; and, in the process, enabling the users of these information to take informative decisions.

“In 1966 the American Accounting Association defined [financial] accounting as: ‘… the process of identifying measuring and communicating economic information to permit informed judgements and decisions by the users of that information’. In 1975 they added that the purpose of this process was: ‘… to provide information which is potentially useful for making economic decisions and which, if provided, will enhance social welfare’. Thus we might deduce that accounting involves: Identifying Collecting Describing Recording Processing Communicating … INFORMATION ABOUT WHAT HAS HAPPENED TO SELECTED PEOPLE (WHO HAVE A NEED FOR IT?) … TO SUPPORT ECONOMIC DECISIONS … IN ORDER TO ENHANCE SOCIAL WELFARE”. In principle, this should eventually lead to the wellbeing of everyone in society.
Some of the important elements of accounting statements are: to be sentient about their users’ profiles, cost-benefit analysis (benefits of using them should exceed costs incurred), understandability, usefulness to decision-makers through relevance and reliability; where relevance is obtained through their predictive value, feed-back value (confirming and/or correcting prior expectations), completeness, and timeliness; and reliability comes from verifiability, neutrality, materiality, unbiased presentation, and faithful representations; and, finally, relevance and reliability are facilitated through their comparability and consistency. However, the ground realities are far from these definitional objectives of (financial) accounting statements.

Had the market been efficient, there was no significant role of financial accounting, disclosure and regulation; because in such a market information seamlessly flow across and they are considered to be reliable. In such a situation, preparers and users of financial statements would have no conflicts of interests. And, there were no need for accounting discretions and hence negligible scope for accounting manipulations. But as the market is imperfect and inefficient, and unpredictable too; so for efficient contracting between firms and their stakeholders, getting rid of information asymmetry, reducing the principal-agency conflict and hence mitigating higher agency cost; accounting, in principle, has an important role to play – i.e., to truthfully represent organizational activities, thereby function as a signalling mechanism for efficient decision-making. However, due to the imperfections in the market, due to the prevalence of information asymmetry, wealth transfer is opportunistically tilted in favour of the company insiders who manipulate information, especially in financial statements, to maximise their utility.

From the perspectives of Watts and Zimmerman (1978), financial accounting entails keeping an account of wealth transfer between a firm and its stakeholders: managers (with respect to cost of compensation), fund providers (with respect to cost of capital, including information generation cost) and society (with respect to political costs); here we can include social cost too, which involves transfer of wealth from a firm towards those actions that have detrimental effects on society and the environment. Through financial accounting manipulation (AM), company decision-makers, particularly the management, present wealth transfer information to various stakeholders in ways that is favourable for their efficiency needs, e.g., raising cheap capital from market.

“[…] Management is central to any discussion of financial reporting, whether at the statutory or regulatory level, or at the level of official pronouncements of accounting bodies. […]”

1.2. Accounting Manipulations – A Curtain Raiser

Accounting manipulation (AM) is a worldwide phenomenon, which, it seems, has become a norm, rather than an exception, in the contemporary financial reporting. Roughly speaking, AM is mainly done in two ways. One is to prepare and disseminate financial reports prudently with an intent that is not only permissible under the purview of the GAAP, but also realistic. The other is the deliberate manipulation of the financial information so that they appear to be permissible under the GAAP, but are fraudulent. However, even when reported realistically, difficulties may arise in differentiating legitimate managerial discretions as approved by GAAP guidelines and the illegitimate ones. According to some researchers, market
participants, including investors, creditors, pensioners, and employees, have borne more than $500 billion during the past several years, due to fraudulent financial statements.\textsuperscript{44} One of the reasons behind this is the availability of methods to measure income of a firm,\textsuperscript{45} which provide managers with numerous income measurement alternatives to alter income figures.\textsuperscript{46}

Technically speaking, AM is a matter of timing and so it is associated with the principle of ‘accrual accounting.’\textsuperscript{47} Healy (1985) defines accruals as “[…] the difference between reported earnings and [actual] cash flows from operations. […]”\textsuperscript{48} It is vital not only in providing information about the actual earnings of a firm but also the potential earnings that could have gone unnoticed. In this way, accrual accounting complements financial reporting in its aims to give a ‘broader’ picture of the financial states of affairs of a firm.

“[…] According to the FASB, t]he primary focus of financial reporting is information about an enterprise’s performance provided by measures of earnings and its components [(CON1, para. 43) …]. Accrual accounting attempts to record the financial effects on an entity of transactions and other events and circumstances that have cash consequences for the entity in the periods in which those transactions, events, and circumstances occur rather than only in the periods in which cash is received or paid by the entity [(CON6, para. 139) …]. Accrual accounting uses accrual, deferral, and allocation procedures whose goal is to relate revenues, expenses, gains, and losses to periods to reflect an entity’s performance during a period instead of merely listing its cash receipts and outlays. Thus, recognition of revenues, expenses, gains, and losses and the related increments or decrements in assets and liabilities – including matching of costs and revenues, allocation, and amortization – is the essence of using accrual accounting to measure performance of entities [(CON6, para. 145) …].”\textsuperscript{49}

“Information about enterprise earnings and its components measured by accruals accounting generally provide a better indication of enterprise performance than information about current cash receipts and payments. Accrual accounting attempts to record the financial effects on an enterprise of transactions and other events and circumstances that have cash consequences for an enterprise in the periods in which those transactions, events, and circumstances occur rather than only in the periods in which cash is received or paid by the enterprise. It recognizes that the buying, producing, selling, and other operations of an enterprise during a period, as well as other events that affect enterprise performance, often do not coincide with the cash receipts and payments of the period.”\textsuperscript{50}

However, practising accrual accounting is tricky. Various acts of recognising financial elements of a firm involve not only managerial judgement, discretion and foresight, but also optimism. Although, managerial optimism usually brings buoyancy and growth to the market, but owing to market imperfections, the preparers of financial reports do not always act rationally. Thus, there are occasions when optimism can become over-optimism, jeopardising the main purpose of accounting – i.e., accountability.

In the accounting community, many support the use of creative and innovative accounting methods under the pretext of market efficiency.\textsuperscript{51} “[… which is] concerned with whether prices at any point in time “fully reflect” available information […]”\textsuperscript{52} and managerial judgements that, they argue, are required in financial reporting.\textsuperscript{53} Thus, the proponents of efficient market hypothesis argue that AM does not have negative implications.\textsuperscript{54} However, ‘prudent’\textsuperscript{55} adjustment of financial statements is one thing, and myopic manipulation is another. Being prudent is not to be separated
from self-interest, but self-interest that is guided by conscience. According to Adam Smith,

“[…] The arguments of *The Wealth of Nations* seemed to lend a certain sanctity to the self-interested pursuit of gain, by showing that such activity was productive of benefit to the society at large; by demonstrating that the enterprise of individuals was capable, when left free of regulation, of carrying the standard of material well-being to heights hitherto impossible and scarcely calculable. […]”

However, agents, as already discussed, in the name of doing ‘good’ through accounting manipulations, may actually be doing ‘bad;’ which may be a result of being drifted away from reality and getting guided by illusion.

“[…] In the zeal to satisfy consensus earnings estimates and project a smooth earnings path [an instance of AM], wishful thinking may be winning the day over faithful representation […]”

Thus, arguments in the name of efficient market hypothesis and thereby giving more and more freedom and leverage to managers to decide how they wish to carry out financial reporting may make accounting more subjective and speculative, rather than objective. In this regards, Lev (2001) argued,

“[…] Despite widely held beliefs that corporate financial statements convey historical, objective facts, practically every material item on the balance sheet and income statement, with the exception of cash, is based on subjective estimates about future events. […]”

AM has been defined as an ability to increase or decrease reported net income at will. As regards to wealth transfer, AM is carried out to alter the earnings per share and debt/equity ratio. Managers, through AM, try to “[…] smooth periodic income, to create ad hoc fluctuations in income, to maximize or minimize reported income and so on. […]” According to their styles and scopes, AM has different names in the accounting lexicon, namely: income smoothing, creative accounting, big bath accounting, window dressing, the Street earnings, etc.

Income smoothing (IS) is ‘[…] the process of manipulating the time profile of earnings or earnings reports to make the reported income stream less variable, while not increasing reported earnings over the long run. […]” Thus, through IS, managers attempt to “[…] mak[e […] earnings fluctuations less volatile. […]” If the financial news is good, managers try to undertake income smoothing “[…] depending on the levels of cash-flows observed. […]” Managers generally carry out IS to: have control, keep their jobs, increase company stock prices, obtain more incentives, etc.

Creative accounting (CA) is “[…] the transformation of financial accounting figures from what they actually are to what report-preparers desire by taking advantage of the existing rules and/or ignoring some or all of them.” In other words, it is “[…] ‘a process whereby accountants use their knowledge of accounting rules to manipulate the figures reported in the accounts of a business’. […]” It has been argued that the Anglo-Saxon countries are particularly prone to CA because of the freedom of choice for managers that their accounting systems permit. Through CA, managers could mislead investors by presenting what the latter want to see.
However, researchers also advocate for CA, arguing that subjective judgements are needed to make accounting activities meaningful and realistic.\(^{75}\)

The Big Bath accounting (BB) involves income decreasing accounting measures. ‘[…] For sufficiently “bad” news, the manager under-reports earnings by the maximum, preferring to take a “big bath” in the current period in order to report higher future earnings. […]’\(^ {76}\) Managers usually practice BB during management turnovers, through income-reducing discretionary accounting decisions, to: shift the blame to the old management,\(^ {77}\) reduce the historical basis for future comparison and expectations to present improved future income trends\(^ {78}\). In the eventuality of not reaching the lower limit of the bonus window, managers also undertake BB in order to make current earnings as low as possible using income-decreasing accruals techniques to improve their future prospects.\(^ {79}\)

Window dressing (WD) does not affect profit of a firm per se; rather its ‘[…] purpose is to make the short-term solvency and liquidity of the business look better than it really was at the end of the year. […]’\(^ {80}\) Managers opt for WD during the initial public offerings (IPOs) to project favourable earnings reports for the most interim period ‘[…] to influence the offering price or facilitate the offering. […]’\(^ {81}\) Many studies also find that corporate social reporting – in which a firm reports its social and environmental performance – as nuances of WD.\(^ {82}\) Institutional managers may “lock profits” earned throughout the year by switching from risky higher return securities to less risky lower return securities;\(^ {83}\) which is known as the January effect\(^ {84}\) that is attributed to risk-shifting WD.\(^ {85}\) However, some studies also find strong evidences that reject such motivations behind WD.\(^ {86}\)

Street earnings (SE) – also known as pro-forma earnings, operating earnings, economic earnings, core income, as-if earnings, earnings before bad stuff (EBBS), or ongoing earnings – ‘[…] typically exclude items that are not part of a company’s normal operations and are usually what professional analysts evaluate and forecast. […] Using discretion, managers] exclude extraordinary items, which is natural, but often […] exclude other non-recurring items, which is more controversial. […]’\(^ {87}\) Firms worldwide are increasingly reporting pro-forma earnings, in stead of GAAP earnings, because by doing so they are able to present better results to the investors many of whom are ignorant about these manipulations, or do not simply care about them as long as they are happy with firms’ ‘look-good-and-feel-good’ earning figures.\(^ {88}\) Generally, firms with low GAAP earnings try to report SE, whose information-content is low for efficient decision-making.\(^ {89}\) Managers typically use SE for the over-valuation of company stocks, through attractive earnings numbers for investors,\(^ {90}\) which is similar to WD.

Thus, all the discussed forms of AM involve some or all of the followings: accruals adjustments, managerial discretion, creative use of the flexibilities provided in accounting standards and guidelines, predictability of performance levels, etc. By having means to manipulate financial data, the pressure ‘to meet your numbers’ seems to be one of the main reasons for the managers to engage in AM.\(^ {91}\) For example,

‘[…] one major U.S. company […] that failed to meet its so-called “numbers” by one penny […] lost more than six percent of its stock value in one day.’\(^ {92}\)
However, these numbers are not just numbers per se. Syntactically, they may be some digits, but the semantics that are embedded in them are far-reaching, because they convey to the market about the short-term performance and long-term potential of a company.

“It is widely accepted that accounting is the language of business; it has also been said that the business of accounting is language.”

Through accounting numbers, firms communicate with the market for various reasons; one of which is to attract resources. However, these numbers are crucial not only for the market but also for society because many lives depend on them.

“Numbers in the abstract are just that – numbers. But relying on the numbers in a financial report are livelihoods, interests and ultimately, stories: a single mother who works two jobs so she can save enough to give her kids a good education; a father who labored at the same company for his entire adult life and now just wants to enjoy time with his grandchildren; a young couple who dreams of starting their own business. These are the stories of [...投资者. [...]]

1.2.1. Earnings and Earnings Management, and Their Importance in The Context of Accounting Manipulation

Earnings are considered to be the most vital indicators of accounting numbers; thus, all types of AM that we have discussed above are concerned with company earnings. This brings us to the field that we are going to zero in on in this dissertation – Earnings Management (EM).

What are earnings?

“[… E]arnings is a multifaceted concept that embraces many accounting and financial considerations. […]” Generally Accepted Accounting Principles (GAAP) define earnings as the net income (or net profit) from continuing operations. GAAP earnings are net income excluding the narrow set of prescribed transactions and/or events that arise out of discontinued operations, extraordinary items that are both unusual in nature and infrequent in occurrence, e.g., events related to natural calamities, and the effects of cumulative changes in accounting practices. However, there are many possibilities to manipulate GAAP earnings, in the name of managing them.

“For example, companies in the U.S.A., under current U.S. GAAP rules, are not required to expense the value of employee stock options, an omission (that on many occasions) leads to earnings exaggerations; the way pension expenses are treated under the GAPP earnings also provides significant amount of discretions for companies, and hence could lead to GAAP earnings manipulations. One of the latest in such possibilities to tamper with earnings arises out of the ASC 825-10-25.
“While ASC 820 continued in the tradition of incrementally moving towards fair value accounting, ASC 825-10-25 provides a radical leap forward in encouraging voluntary adoption of fair value accounting for financial assets and liabilities within its scope. FASB took a controversial approach by allowing management of qualifying entities, subject to certain limitations, to elect to measure financial assets and liabilities at fair value in the balance sheet and recognize changes in fair value in earnings in the period in which they occur. Management is given an extraordinary amount of discretion in selecting the assets and/or liabilities for which it chooses to make this election. […] According to some FASB board members, this selective approach would reduce comparability [a vital element of quality of earnings statement] between similar enterprises – and even between different years’ financial statements of the electing enterprise. In addition, the flexibility permitted coupled with early adoption alternatives permitted under the standard provided loopholes that could enable management having questionable motives to financially engineer reported results to avoid recognizing losses on other-than-temporarily impaired investments in current earnings by, in effect, shifting the losses to the transition adjustment to beginning retaining earnings associated with adoption of ASC 825-10-25.”

Thus, reporting by merely complying with the standards does not ensure disclosing true earnings. Although current earnings provide quality earnings reports, their contribution is small towards assessing the value of a firm; which is determined by the present value of future cash payouts (like fair value accounting), usually in the form of dividends, which are generated from future earnings. Changes in current earnings, nevertheless, contain information about future earnings. At the same time, current earnings may contain items like asset write-downs, which are nonrecurring ones, that need to be excluded from reported earnings to give the true value of the firm.

In recent times, in addition to these issues associated with the GAAP earnings, debates surrounding earnings have received even more attention because of Street earnings, through which (public) companies develop and report their own measures while announcing their earnings at different forums, e.g., press releases. They differ from the GAAP earnings because they exclude a variety of nonrecurring, non-cash, and other miscellaneous items. Although GAAP earnings are somewhere within the full reports, the company-defined measures prominently feature in the reports. Here, the main point of contention is whether firms use this practice to exaggerate earnings and mislead investors. Because the omitted items are frequently expenses or other charges against income, which normally exceed GAAP earnings and present a more upbeat representation of a firm’s performance.

Thus, as we can see, exclusion of some expenses is on the one hand not totally uncalled for (e.g., expenses in case of asset write-downs), and on the other hand they can also mislead investors (e.g., as in case of Street earnings). Here it is interesting to note than many studies find that excluded expenses, on many occasions, are far from unimportant. They associate higher levels of exclusions with lower future cash flows; and importantly, findings also reveal that investors do not fully appreciate the lower-cash-flow implications at the time of the earnings announcements, suggesting that many investors may be getting misled by the use of Street earnings.

The study by Doyle et al. (2003) that examined whether earnings reports exclude items that are truly nonrecurring and thus unimportant for the value of the firm, breaks exclusions into two categories: (a) special or extraordinary items that are nonrecurring but are from a much broader class of events (e.g., restructuring charges, asset write-downs, losses on the sale of assets, etc.), and (b) other exclusions that are
the residual (the difference between total exclusions in the earnings reports and special items). One of their important findings is that when special items and other exclusions are treated separately in the analysis, only other exclusions are statistically associated with lower earnings. This suggests that investors need to carefully examine the nature of each item excluded; the more unclear the excluded item, the more likely its importance for assessing future earnings. On the other hand, some items are unimportant for the value of the firm, and their exclusion is warranted, and under such situations flexibility in the presentation of income components is justified. However, according to them, the distinction between special items and other exclusions is not always obvious. In practice, it is doubtful that any uniform standard could be applied. Although, the FASB issues occasional statements that provide some guidance in this regards, yet, the authors contend that what is truly infrequent or nonrecurring, however, will always be subject to judgment. For example, when firms restructure, they often treat the related severance costs as a special item. Are such costs truly nonrecurring, considering the fact that firms in declining industries may undergo several phases of restructuring?

Earnings management (EM) has become one of the core issues in accounting. Indeed, “earnings management” has been considered an integral part of every top manager’s job for at least the last two decades. What is EM?

“[… Earnings management] is accomplished through managerial discretion over accounting choices and operating cash flows. […]”

“[… Earnings management is] a purposeful intervention in the external financial reporting process, with the intent of obtaining some private gain (as opposed to, say, merely facilitating the neutral operation of the process). […]”

“Earnings management occurs when managers use judgment in financial reporting and in structuring transactions to alter financial reports to either mislead some stakeholders about the underlying economic performance of the company or to influence contractual outcomes that depend on reported accounting numbers.”

“Earnings management is a collection of managerial decisions that result in not reporting the true short-term, value-maximizing earnings as known to management. […] Earnings management can be […] Beneficial: it signals long-term value; […] Pernicious: it conceals short- or long-term value; […] Neutral: it reveals the short-term true performance. […] The managed earnings result from taking production/investment actions before earnings are realized, or making accounting choices that affect the earnings numbers and their interpretation after the true earnings are realized.”

“There are many ways that accountants and managers can influence the reported accounting results of their organizational units. When such influence is directed at changing the amount of reported earnings, it is known as earnings management. […]”

“[…] Earnings management can be defined as any action on the part of management which affects reported income and which provides no true advantage to the organization and may, in fact, in the long-term, be detrimental. […]”

“Reported earnings can provide important information about the economic performance of a firm and may serve as a guide to a firm’s value. The usefulness of this information is balanced by the wide scope of managerial judgement inherent in existing accounting rules which govern financial reporting. This provides managers with the opportunity to
present earnings which coincide with their personal interests rather than with those of the firm’s various [other] stakeholders, and allows the reporting of corporate performance in ways which may obscure the firm’s true economic situation. The fact that users of financial information deem a particular financial reporting measure of importance gives managers one reason to manipulate this variable […] Basing managerial compensation on firm performance, measured by accounting variables under the direct control of the very same managers, provide further motivation for manipulation.”

In this way, EM entails accounting practices which aim at: smoothing earnings over the accounting periods, achieving a designated earnings level, revenue growth, optimising operating margins, cash flows from operations, and so forth. As regards to legitimacy, EM activities involve prudent managerial discretions, estimates and judgments, conforming the GAAP. It also involves illegitimate means like: concealing real performance figures, intentionally recognising transactions and other events in non-accounting periods, recording fictitious transactions, etc.

1.3. Literature Review on Earnings Management

Studies concerning EM have been undertaken from different points of view, some of which are:

(a) Motives/intents behind EM,
(b) Fraud and EM,
(c) Techniques used to carry out EM,
(d) Restrictions to mitigate EM, and
(e) Critiques on various research works and attempts to improve studies on EM.

1.3.1. Motives/Intents behind Earnings Management

Research on the motives behind EM hovers around ‘wealth transfer’ between firms and their internal and external stakeholders; these studies analyse EM from the collective (organisational) and individual motivations for carrying out EM vis-à-vis the costs (including risks) and benefits that are involved in it. These studies mainly focus upon: incentives, information asymmetry, impression management, social and political costs, and internal motives.

1.3.1.1. Incentives and Earnings Management

There are many studies as regards to stock market incentives, because most of the studies (and the journals in which they have been published) are undertaken in the U.S.A. which is known for high prevalence of public firms with widespread ownership and stock markets. This means, investors seek analyst’s forecasts about firms, which is one of the main reasons for which managers try to meet or beat analyst forecasts and thereby presenting their respective firms as competitive to reduce the cost of capital. Apart from reducing cost of capital, agency cost also plays an important role in the occurrence of EM because, e.g., firms issue ESOP to their employees in order to keep the agency cost down.

Smith (1992) analyses accounting manipulation from the practitioners’ perspectives and opines that it as an opportunistic behaviour.
Fudenberg and Tirole (1995)\textsuperscript{120} find that, among others, managers undertake EM for concerns about keeping their jobs.

Watts and Zimmerman (1978) were considered to be the first to analyse managerial opportunism as regards discretionary behaviour against reported earnings that influences contractual outcomes and wealth transfers;\textsuperscript{121} similar lines of arguments are taken up by Suh (1990),\textsuperscript{122} Guay \textit{et al}. (1996),\textsuperscript{123} Christensen \textit{et al}. (1999),\textsuperscript{124} and Bradshaw \textit{et al}. (2001),\textsuperscript{125} among others. Healy (1985)\textsuperscript{126} and, McNichols and Wilson (1988)\textsuperscript{127} find bonus plans lead managers to indulge in BB if profits are too low. Gaver \textit{et al}. (1995), while studying the effects of bonus on accounting choices, find no instances of BB; managers inflate profits when they are too low and decrease when too high.\textsuperscript{128} Healy (1985) find managers choose income-decreasing accruals when their bonus plan upper or lower bounds are binding, and income-increasing accruals when they are not binding. Holthausen \textit{et al}. (1995),\textsuperscript{129} reworking on Healy (1985), find, like Healy, managers decrease earnings when their bonuses reach upper bounds; however, they do not find managers to manipulate earnings downwards when earnings are below the minimum necessary for bonus. Findings of McNichols and Wilson (1988) support income decreasing hypothesis as regards EM, but not smoothing hypothesis. Hart and Holmström (1987)\textsuperscript{130}, Guidry \textit{et al}. (1999)\textsuperscript{131}, and Kreps (1990)\textsuperscript{132} view EM as a means to generate higher management compensations.

Matsunaga and Park (2001),\textsuperscript{133} investigating the effects of missing quarterly earnings benchmarks on the CEOs’ annual bonus structures, find that CEO bonus plans provide them with economic incentives to meet quarterly analysts’ earnings forecasts and also earnings from the same quarter in the prior year. Bergstresser and Philippon (2006)\textsuperscript{134} find that firms where the CEO compensation is closely linked with the value of firms’ stock and option holdings are more likely to use discretionary accruals to manipulate reported earnings. Graham \textit{et al}. (2006), while undertaking survey of CFOs in the U.S.A., find that they, through EM, “[…] sacrifice long-run economic value to deliver short-run earnings […],” which is shocking for them.\textsuperscript{135}

Dechow and Skinner (2000)\textsuperscript{136} highlight capital market incentives that encourages EM. Cheng and Warfield (2005)\textsuperscript{137} find equity incentives, in the form of stock-based compensation and stock ownership, lead to EM because in such situations manager have more incentives to carry out EM to inflate the value of these shares to be sold in future. Burns and Kedia (2006), while studying CEO compensation contracts, find that “[… r]elative to other components of compensation, stock options are associated with stronger incentives to misreport because convexity in CEO wealth introduced by stock options limits the downside risk on detection of the misreporting. […]”\textsuperscript{138} Ronen \textit{et al}. (2006), analysing the effects of directors’ equity incentives on the likelihood of EM, stock prices and firm’s value, find that “[…] earnings management distorts the stock price because the market cannot undo the bias in the accounting report. Furthermore, it reduces the firm’s value because of its unfavourable effect on the manager’s effort. […]”\textsuperscript{139} Bergstresser and Philippon (2006) provide evidence that the use of discretionary accruals to manipulate reported earnings is more pronounced in firms where CEOs’ potential total compensation is more closely tied to the value of stock and option holdings.\textsuperscript{140}
Kim and Park (2005), studying firms that offer seasoned equities (seasoned equity offerings or SEO), find them to be opportunistic and indulge in aggressive accounting decisions by issuing new shares at inflated prices leading to a decrease in the degree of under-pricing.

Baker et al. (2003), studying insider trading, find that through downward EM managers decrease earnings in order to inflate the value of stock option grants. Bartov and Mohanram (2004), find that private information used by senior executives to time abnormally large stock option awards involve EM in order to increase cash payout from these awards, hence suggesting that such stock option awards need to be overseen by the directors.

Watts and Zimmerman (1986) find that ex-post managerial discretions are made to increase compensation or to avoid debt covenant violations; using Positive Accounting Theory they view managers not only choosing accounting methods to achieve desired accounting numbers that favour them but also burdening the shareholders if such acts are used to solely promoting managers’ self interests rather than that of the shareholders’. Healy and Palepu (1990), studying firms’ accounting and dividend responses to an increase in the tightness of dividend constraints, opine that “… [a]ccounting-based dividend constraints in lending contracts are imperfect means of mitigating conflicts of interests between stockholders and bondholders since managers have flexibility to make accounting decisions to circumvent the covenants. [… And] accounting-based covenants are effective means for bondholders to restrict firms’ dividend policies.”

Unlike many US studies, Kasanen et al. (1996) find strong evidence of earnings management in Finland, where Finnish managers set earnings to satisfy the demand for dividends by keiretsu-like institutional investors and owners with preference for stable dividends.

Shuto (2007), studying the relation between discretionary accounting choices and executive compensation in their sample of Japanese firms, find: “[...]the use of discretionary accruals increases executive compensation […] , firm managers receiving no bonus adopt income-decreasing accruals and extraordinary items […] , negative extraordinary items are strongly associated with no bonus payment […] and there is] association between discretionary accruals and executive bonus varies depending upon the circumstances of the firm. […]”

Elitzur and Yaari (1995), studying effect of awarding bonus and equity holdings to managers on financial reporting strategy under different degrees of market efficiency in a multi-period setting, find: the choice of compensation scheme by owners tends to affect earnings manipulation and insider trading provides an informative signal about the direction of earnings manipulation.

Beneish (1999a), studying consequences of earnings overstatements, finds that managers are more likely to sell their holdings and exercise stock appreciation rights in periods when earnings are overstated.

Schipper (1999) views that the values of existing bondholders increase at the expense of new bondholders when earnings are managed.
DeAngelo et al. (1994)\textsuperscript{152} do not find significant income increasing procedures when he studied to assess potential problems to comply with debt covenant through dividend cuts. DeFond and Jiambalvo (1994)\textsuperscript{153}, studying the possibility of a default of the debt covenant, find that EM occurs the year before the default becomes publicly known. Sweeney (1994)\textsuperscript{154} find significant manipulations by debt covenants in the event of defaulting.

Dye (1988)\textsuperscript{155} find that EM increases remunerations of managers and existing shareholders who want to see the market value of their firm to increase and thereby increasing the possibilities of wealth transfer from new to existing shareholders; this, according to him, creates an external demand for EM.

Pourciau (1993)\textsuperscript{156} finds that new CEOs opt for BB in the first and the last years of their tenures.

DeFond and Park (1997)\textsuperscript{157} find managers smooth earnings; i.e., managers inflate current earnings when current earnings are lower than expected and future earnings are expected to be higher, and in the opposite case deflate current earnings and carry the adjustments forward to use in the future – for their concern towards job security.

1.3.1.2. Information Asymmetry and Earnings Management

The market is imperfect, so there is information asymmetry between market players. Kyle (1985),\textsuperscript{158} Diamond and Verrecchia (1991),\textsuperscript{159} and Lambert et al. (2008),\textsuperscript{160} among others, find as well as predict that more the information asymmetry more will be the cost of capital, i.e., the extent of private information and differences in information across investors affects a firm’s cost of capital. Bhattacharya and Spiegel (1991)\textsuperscript{161} suggest that information asymmetry can lead to losses of transaction and increase the cost of capital as investor protect themselves against potential losses. Many studies have investigated how managers manage earnings in order to convey the inside information about firms’ prospects and happenings to outsiders (e.g., shareholders) by opportunistically taking advantage out of information asymmetry and/or genuinely trying to mitigate it. The findings, however, are mixed.

As regards to smoothing, Ball and Watts (1972)\textsuperscript{162} sees efficiency of markets as important; Gonedes (1972)\textsuperscript{163} challenges this postulation.

Holthausen and Leftwich (1983),\textsuperscript{164} while reviewing research into the economic consequences of voluntary and mandatory choices of accounting techniques and standards, opine that managerial discretion in accounting choice helps in easing information asymmetry to some extent. Suh (1990)\textsuperscript{165} views smoothing as attempts to fool the shareholders and investors. Subramanyam (1996)\textsuperscript{166}, examining if the stock market prices discretionary accruals, finds that discretionary accruals are associated with several performance measures, and concludes that managers’ accrual choices increase the informativeness of accounting earnings. Tucker and Zarowin (2006)\textsuperscript{167}, undertaking an empirical study on EM as an opportunistic managerial disposition or a means of improving informativeness of financial reports, find that “[…] an important effect of managers’ use of financial reporting discretion is to reveal more information
about firms’ future earnings and cash flows. […]” Jiraporn et al. (2008),\textsuperscript{168} investing whether EM is beneficial too because it enhances informative value of earnings by conveying private information to the stockholders and the public, opine that EM, by and large, is “[…] not detrimental.”

Dye (1988)\textsuperscript{169} finds that managers taking advantage of information asymmetry with the shareholders while managing earnings; Scott (1997)\textsuperscript{170} supports this claim.

Breton and Taffler (1995)\textsuperscript{171} find that analysts’ perception towards creative accounting is deficient and experienced analysts pay more attention to firms’ earnings during boom years; importantly, they come up with the “mechanistic or naïve investor hypothesis,” according to which individual stakeholders face difficulties to discern accounting manipulation activities due to their limited skills in these matters and are unwilling or indifferent to engage in detailed analyses to understand them.

As regards to seasoned equity offerings (SEO), there are many studies on EM that have been carried out to mitigate information asymmetry levels. Shivakumar (2000)\textsuperscript{172} finds instances of EM around such offerings and opines that issuers’ EM activities may not be designed to mislead investors, but may merely reflect the issuers’ rational response to anticipated market behaviour at offering announcements. Jo and Kim (2007), while studying disclosure frequency for a sample of SEOs, find: “[…] disclosure frequency is inversely related to earnings management and positively associated with post-issue performance […] transparency-reducing disclosure is concentrated in firms that substantially, but temporarily, increase disclosure prior to the offering […] which exhibit more earnings management and poorer post-SEO stock performance, on average.”\textsuperscript{173} Teoh et al. (1998a),\textsuperscript{174} while studying SEOs, find that seasoned equity issuers who raise reported earnings by altering discretionary accounting accruals prior to the offering have lower post-issue long-run abnormal stock returns and net income. Yoon and Miller (2002),\textsuperscript{175} while studying SEOs and managers indulgence in EM in the year before a planned issue of such offerings in the Korean context, find EM for negative operating cash flow firms.

Aharony et al. (1993)\textsuperscript{176} do not find evidence of manipulation through the accruals, while studying EM during IPO. Friedlan (1994)\textsuperscript{177} find instances of income increasing just before the IPO. Neill et al. (1995),\textsuperscript{178} while studying EM in the context of IPO, find that there is a relationship between the size of the proceeds and the liberality of accounting policies. Teoh et al. (1998b)\textsuperscript{179} find positive evidence of EM immediately after the IPO issuing because of, among other things, information asymmetry; they also find managers have more discretion over short term than over long term accruals. Ducharme et al. (2001)\textsuperscript{180} find that firms engaged heavily in EM in the year of IPO, according to them, “[…] accruals not only reflect the choice of accounting methods but also the effect of recognition timing for revenues and expenses, asset write-downs, and changes in accounting estimates. […]” Ball and Shivakumar (2008) are of the view that “[…] contrary to popular belief, initial public offering (IPO) firms report more conservatively […]” that is possible because of higher quality reporting demanded by information users and instances of higher monitoring by auditors, boards, analysts, rating agencies, press, litigants, and to greater regulatory scrutiny;\textsuperscript{181} in doing so, they question particularly the findings by Teoh et al. (1998b)\textsuperscript{182} that view inflated earnings by managers to influence IPO pricing.
Hribar et al. (2006) find strong evidence that firms engage in repurchasing stocks to avoid missing analysts’ forecasts, which managers undertake as a part of EPS management endeavours whereby they try to reduce some of the negative stock price response. Bens et al. (2003), investigating whether corporate executives’ stock repurchase decisions are affected by their incentives to manage diluted earnings per share (EPS), find that managers use stock repurchases as an EM tool when earnings are below the level required to achieve the desired growth of EPS; the findings of their study, however, are challenged by Larcker (2003) who argues, among other things, that managers are usually extremely myopic and hence ill-equipped to take into consideration many facets that would lead to the desired EPS growth targets.

McAnally et al. (2007) find that option grants may encourage some managers, in stead of meeting and/or beating targets, to miss earnings targets (including reported losses, earnings declines and missed analysts’ forecasts) so as to engineer stock-price drops, buy such undervalued-stocks, and maximise their stock option incentives.

Dechow and Sloan (1991) find positive evidence of income increasing accounting choices during investigations.

Vafeas et al. (2003), studying EM preceding self-tender offers for a sample of U.S. firms, find weak evidence as regards to earnings decreases by managers through accruals prior to share repurchases.

Perry and Williams (1994), examining managers’ conflicting duties and incentives during management buyouts, find in their sample of management buyouts that managers trim down reported earnings through discretionary accruals in the year before the public announcement of management’s intention to buyouts.

Rosner (2003), while examining if failing firms try to alter their financial standings and if auditors detect earnings overstatements undertaken by such firms, find instances of EM with the primary intent to conceal information.

Louis and Robinson (2005), investigating whether managers’ discretions to mislead investors and treating them as opportunistic versus EM as an optimal means to communicating managers’ optimism about the firm to the market, find that “at the [stock] split announcement, the market construes the pre-split abnormal accrual as a signal of managerial optimism rather than managerial opportunism,” and thus can be treated as effective ways of communicating private information.

Shane and Stock (2006), studying analysts’ reactions to shifts in earnings for optimal tax planning by firms, find that analysts fail to consider such income-shifts when forecasting future earnings and when such acts are only seen as yet another instance of EM then these firms could be penalised for their tax planning strategies.

Bartov et al. (2002) find that firms that meet or beat analysts’ current earnings expectations, which is considered as a leading indicator of future performance, enjoy a higher return over the quarter than firms that fail to meet them;
they, however, are of the view that such higher returns remain approximately the same whether earnings figures are attained genuinely or through manipulations, thereby exposing that markets are inefficient.

Schrand and Walther (2000), while studying managers’ behaviour in being selective in reporting prior period earnings that have evaluative powers for current period earnings; find that managers, especially in regards the earnings from the sale of plant, property and equipments, are more likely to separately report a prior period gains from such transactions than losses in order to prominently highlight them; according to these authors, such highlighting are done because managers think that “[…] the nonrecurring nature of the prior-period gain/loss will be forgotten unless it is separately announced […].”

DuCharme et al. (2004) find that managers artificially inflate earnings prior to stock offers in order to maximise the net benefit of a stock offering to existing shareholders at the expense of new shareholders.

Park and Park (2004), while examining managers’ insider transactions, find: higher current discretionary accruals and increased current-period earnings for firms whose managers sell their ownership in the subsequent period than for other firms (indicating these managers through discretionary accruals would deliberately adjust discretionary accruals to increase current-period earnings before they sell their own firms’ shares in the subsequent period; notwithstanding the argument that managers may have adopted passive and opportunistic strategies by trading their shares after higher earnings are reported regardless of EM) and such firms witness post-transaction stock underperformance validating such adjustments to discretionary accruals.

Hand (1989) observes that smoothing is done with respect to market expectations and as a matter of fact enhances the value-relevance of earnings if done to mitigate the effects of transitory cash flows and adjust reported earnings towards a more stable trend.

Bradshaw et al. (2001) give evidence that analysts and auditors do not alert investors to future earnings problems associated with high accruals.

Christensen et al. (1999) argue that ex ante motivations for EM decrease the informativeness of earnings.

Despite the fact that in theory smoothing has beneficial attributes, e.g., analysts welcome smoothing because they need not normalise effectively smoothed earnings in their valuation studies, Beidleman (1973) opines that “[…] it remains incumbent on users of reported earnings to determine the extent of normalization by management in assessing the quality of a firm’s reported figures.”

1.3.1.3. Social and Political Costs and Earnings Management
There are studies done on how managers try to minimise social and political costs through selective financial reporting, especially to counter interferences by government through regulations and tax laws.

Watts and Zimmerman (1978)\textsuperscript{206}, Holthausen and Leftwich (1983)\textsuperscript{207}, Lim and Matolcsy (1999)\textsuperscript{208}, Monem (2003)\textsuperscript{209}, among others find firms are more likely to choose income-decreasing manipulation to reduce political costs because favourable accounting figures may attract regulatory interventions. Monem (2003) argues that managers look for tax avoidance through EM to misinform government when accounting numbers are the bases for tax calculation.\textsuperscript{210} Haw \textit{et al}. (2005),\textsuperscript{211} studying EM in China, find that managers indulge in income-increasing techniques in response to the 1996-98 security regulations in China that demands the accounting rate of return on equity (ROE) has to be greater than 10 per cent for three consecutive years for a firm to qualify for stock rights offers.

Visvanathan (1998)\textsuperscript{212} finds that firms manage earnings to minimise income tax.

Liberty and Zimmerman (1986)\textsuperscript{213}, examining if managers decrease reported earnings before and after labour union contract negotiations, find no evidence of lower than expected earnings during negotiations.

Johnston and Rock (2005)\textsuperscript{214}, while investigating if firms identified as potentially responsible parties (PRPs) under the Comprehensive Environmental Response, Compensation, and Liability (or Superfund) Act\textsuperscript{215} manipulate earnings to minimise their exposure to Superfund clean-up and transaction costs, find robust evidence that PRPs in their sample of firms used income-reducing discretionary accruals during PRP identification years in an attempt to minimize these costs. Patten and Trompeter (2003), while investigating pre-event environmental disclosure and the extent of EM in response to regulatory threat by studying US chemical firms in the context of the 1984 chemical leak at Union Carbide’s Bhopal (India) plant, find significant negative discretionary accruals for 1984 by these firms, and hence argue that “[…] corporate management believes environmental disclosure is an effective tool for reducing exposure to potential [political] regulatory costs and that decisions to manipulate earnings are tied to a larger corporate strategy for dealing with political pressures.”\textsuperscript{216} Magnan \textit{et al}. (1999)\textsuperscript{217}, studying EM as regards to Canadian firms participating as plaintiffs in antidumping investigations, find evidence that managers of such firms reduce earnings to obtain favourable ruling from the tribunal.

D’Souza \textit{et al}. (2000),\textsuperscript{218} while investigating the determinants of discretionary SFAS No. 106\textsuperscript{219} choices of non-regulated firms in the U.S.A., find that more unionised firms are more likely to adopt this standard with incentives to manage future earnings and reduce labour renegotiation costs.

Han and Wang (1998)\textsuperscript{220}, while studying EM being used to decrease political visibility, find that oil companies used income decreasing procedures during the Gulf War; especially, oil firms that expected to profit from the 1990 Gulf War used accruals to reduce their reported quarterly earnings, thereby easing the political restriction on sudden price increase of petroleum products.
Jones (1991), testing whether firms benefiting from import relief (e.g., tariff increases) indulge in income-decreasing accruals during import relief investigations by U.S. International Trade Commission, opines that managers do so to increase the likelihood of getting import relief and/or increase the amount of relief granted.

Balsam et al. (2003), while investigating whether footnote disclosures under Statement of Financial Accounting Standards (SFAS) No. 123 are managed in 1996 (the first year that the disclosure was required), find that when expenses are disclosed instead of recognised, firms seem to manage these expenses when their CEOs’ compensations and values of stock option grants are relatively higher in order to reduce public criticism about such compensation practices; this is possible because companies can manage pro-forma stock option expenses under SFAS No. 123 that gives options to firms to expense the estimated fair value of employee stock options.

Trueman (1990) in the context of managerial motivations for delaying bad news, reasons: extra time is required to undo the bad news through accruals manipulation, management might deliberately delay bad news until other industry-wide bad news are released thereby trying to justify the potential reputation and litigation costs, and firms that delay such news related announcements have high degree of political pressure.

Using game theory to model EM, Bagnoli and Watts (2000) find that ‘[…] if aspects of a firm’s financial well-being depend on how it compares to similar firms, then firms may wish to manage their earnings in order to reap comparison benefits […];’ in other words, they show that in game theoretic models EM relatively easily emerges and firms engage in EM because they expects their rivals to do so.

Fern et al. (1994) are of the view that management artificially manages earnings to achieve some ‘expected earnings,’ e.g., analysts’ forecasts, minimise debt covenant violations, etc.

### 1.3.1.4. Impression/Reputation/Relationship Management and Earnings Management

As we have already discussed that accounting presents the inside story of an organisation to its stakeholders, in order to mainly attract resources. In this regards, healthy-looking accounting reports are vital to create favourable impression and/or reputation, thereby enhancing their social statuses and credibility, putting forth their competitive advantage against their competitors, drawing analysts’ attention and favourable comments, reducing cost of capital, influencing favourable credit terms with suppliers, etc. There are studies that look into issues pertaining to both personal and organisational impression/reputation/relationship management as motivations to carry out EM practices.

Degeorge et al. (1999), studying EM through empirical explorations in regards to three thresholds: reported positive profits, sustained recent performance, and meeting analysts’ expectations in order to influence investors’ perception about the firm; find that to report positive profits threshold is the predominant factor for
EM, among other things, to build impression; they, however, argue that the future performance of firms suspect for boosting earnings across these threshold is poorer.

Payne and Robb (2000) are of the view that the more the analysts agree on their predictions about a firm, incentives for managers to meet such consensus-oriented forecast become stronger; if actual earnings are below the forecast, managers use income-increasing measures, and if they are higher then the forecast, managers can either choose to employ income-decreasing measures or not to manage earnings (hoping for an increase in stock return). A study based on survey and interview undertaken by Graham et al. (2005), among executives to determine the factors that drive reported earnings and disclosure decisions, find that “[…] managers would rather take economic actions that could have negative long-term consequences than make within-GAAP accounting choices to manage earnings. […]”; thus, they are of the view that managers believe: that earnings are important to external stakeholders and that meeting or beating analysts’ expectations as well as prior period earnings are important to build credibility in capital markets and uphold stock price and they do not agree that compensation motivation hypothesis is a reason behind EM.

EM in the context of debt covenants has been taken up by McNichols and Wilson (1988), Press and Weintrop (1990), Beneish and Press (1993), Hall (1994), DeFond and Jiambalvo (1994), Sweeney (1994) and DeAngelo et al. (1994); they find, among other factors, managers exercise accounting discretions to avoid debt covenant violations through AM.

Kasznik (1999) examining whether managers try to achieve projected earnings to avoid shareholder action and loss of reputation for accuracy, finds managers adopt positive discretionary accruals to raise reported earnings when they are likely to fall below the company’s earnings forecasts.

Godfrey et al. (2003), studying EM as well as the presentational format of graphs (impression management) in the financial reports of a sample of Australian listed public companies that changed CEOs, suggest that an incoming CEO may be interested in downwards EM in his first year of tenure (and some limited evidence of unfavourable impression management of the key financial variables graphed) and upwards earnings management in the following years (with some evidence of favourable impression management); such “[…] results are strongest for the subsample in which the CEO change was prompted by a resignation rather than a retirement.” Reitenga and Tearny (2003) argue that outgoing and retiring CEOs may be interested in upwards EM to leave a mark of their legacy and/or keep their board membership.

Raman and Shahrur (2008), studying EM vis-à-vis firms’ relationships with suppliers and customers, find: industry-level proxies for relationship-specific investments by suppliers/customers are positively associated with the magnitude of discretionary accruals, volatility of earnings, and the frequency of large earnings increases; firm-level proxies for the intensity of relationship-specific investments by actual suppliers are positively related to the magnitude of discretionary accruals; EM in one period is positively related to the magnitude of R&D investments by suppliers and customers in the next period; EM adversely affects the duration of customer-
supplier relationships; implying EM is used opportunistically to influence the perception of suppliers/customers about the firm’s prospects.

Burgstahler and Dichev (1997) find strong evidence of EM when earnings decline or are negative; managers use cash flow from operations and changes in working capital to achieve increases in earnings.\[^{241} \]

Kellog and Kellog (1991)[^242] find two motivations for EM: to encourage investors to buy firm’s stocks and to enhance firm’s market value.

Godfrey and Jones (1999)[^243] consider EM as a means to achieve improved relations with creditors, employees and investors.

Marnet (2008) succinctly puts loss of reputation as a factor behind EM in the following way: “[…] neither fraud, [fraudulent] intent nor inadequate accounting rules are necessary requirements, at least not initially for producing unreliable financial reports. The fear of a loss of self-esteem and social recognition (status quo), for example, can have a pervasive and distorting influence on cognition and judgement of agents in corporate governance and may result in biased reporting. Risk-seeking behaviour, say in the form of revenue estimates which are unlikely to be met, is more commonplace when a person perceives the possibility of a loss (Kahneman and Tversky, 1979).”[^244]

1.3.1.5 Motives Concerning Internal Aspects of a Firm and Earnings Management

There are also motivations for carrying out EM that are aimed at firms’ internal stakeholders like competing managers in multi-divisional firms, who try to meet performance standards in order to attract: recognition, resources (from the HO), to name a few.

Bauman et al. (2001),[^245] while studying EM in relation to the discretionary adjustments associated with the valuation allowance for deferred tax assets, find little evidence that managers practise EM in such situations.

Leone and Rock (2002),[^246] while investigating accruals of various business units of an MNC, find that managers choose income-decreasing unexpected accruals when the earnings innovations are transitory under the ‘ratchet effect’[^247].

Murphy (2001),[^248] while investigating the relationship between the nature of performance standards in incentive contracts and earnings smoothing, find that firms that use externally determined standards (those are relatively unaffected by participants, e.g., peer group standards, fixed standards, cost of capital, etc.) are less likely to smooth earnings than those that use internal standards (e.g., budget goals, prior year figures, subjective standards, etc.).

Bar-Gill and Bebchuk (2009),[^249] while developing a model of causes and consequences of (both legally and illegally) misreporting corporate performance, show “[…] that even managers who cannot sell their shares in the short-term might misreport in order to improve the terms under which their company would be able to
raise capital for new projects or acquisitions [...] furthermore they claim that their analysis provides many testable predictions concerning the times, industries, and types of firms where misreporting is likely to occur. The analysis also has implications for corporate governance and executive compensation.”

McNichols and Stubben (2008), examining EM in the context of suboptimal (fixed asset) investment decisions by public companies with high and discretionary accruals, find that earnings manipulating firms (that are investigated by the U.S. SEC for accounting irregularities, sued by their shareholders for improper accounting, and restated financial statements) over-invest substantially during the misreporting period and no longer over-invest following the misreporting period; thereby suggesting that EM, in addition to targeting external stakeholders, can also influence internal decisions.

Copeland and Wojdak (1969) find strong support for accounting for merger to maximise future income through pooling method to maximise income.

Erickson and Wang (1999) find that acquiring firms manage earnings upward ahead of the merger agreement; the size of the merger positively influences the degree of income increasing activities.

Louis (2004), while analysing post-merger underperformance of acquiring firms, finds: overstating of earnings by acquiring firms in the quarter preceding a “stock swap announcement” and post-merger underperformance of acquiring firms (attributed to the reversal of the price effects of EM).

Wu (1997), while studying management buyout cases, find that managers manipulate earnings downwards prior to management buy-outs that has significant potential monetary benefits for these firms from these earnings manipulations; the findings of this research design also held good when applied to DeAngelo’s (1986) sample.

Healy (1985) finds greater instances of voluntary changes in accounting procedures in years following the adoption or modification of a bonus plan.

Furthering the debate between the contradictory finding by Gosman (1974), and Cushing and Deakin (1974), Bremser (1975) find weak support for profit maximisation through the use of accounting change for EM.

Fields et al. (2001), reviewing accounting choice research articles, succinctly put forth: “[...] Although not all accounting choices involve earnings management, and the term earnings management extends beyond accounting choice, the implications of accounting choice to achieve a goal are consistent with the idea of earnings management.”

Managers’ behaviour of obscuring the real performance through EM may create agency costs like costs to undo the managed earnings, to resolve misallocations of resources, or to seek for other information, e.g., appointing audit committees to reduce agency costs and to resolve problems arising from information asymmetry and
thereby mitigating the shareholders’ concerns as regards their non-optimal decision-making. (see: Xie et al., 2003).

1.3.2. Fraud and Earnings Management

In most countries, GAAP allow certain degrees of interpretations of its guidelines. This, according to Dechow and Skinner (2000), when followed in reporting, could be erroneous but never fraudulent. Thus, they treat fraud as violation of GAAP. Although the interpretation of fraud is wide-ranging, according to NCFFR (1987), fraud is an act that results on accounts of “[…] materially misleading financial statements […].” Manipulation per se may or may not be fraud; rather may be an interpretation (of standards). Nevertheless, illegal acts are instances of fraud.

Some of the EM practices that fall within GAAP are: (a) choice of accounting methods (like, straight line versus reducing balancing depreciation, LIFO versus FIFO valuation of inventory, interpreting consignment sales as ordinary sales, deciding on the useful life of fixed assets), (b) accruals estimation (e.g., understate and/or overstate provisions), (c) real transactions (like, overproductions; timing the R&D expenditures, SG&A, maintenance expenditures; timing of assets disposals). Some examples of EM that are considered to violate GAAP and hence fraudulent are: recording fictitious sales, early recognition of sales, backdating sales invoices, recording fictitious inventory, fabricating false invoices to boost sales figures etc.

Merchant (1987) argues fraud as acts that falsify or alter documents, deleting transactions from records, recording forged transactions or concealing significant information; including accounts manipulations that are related to the interpretation of accounting standards, e.g., the GAAP.

Brown (1999), examining meeting and/or beating analysts’ forecasts through earnings management for both profits and losses, find greater frequency of profits that either meet or beat analysts’ estimates especially by managers of growth firms (rather than those of value firms) and managers report losses if they are too large; importantly, he is of the opinion that EM often is very close to fraud.

Stolowy and Breton (2004) are of the view that what is fraud and what is not is still an evolving issue. According to them, since the 4th European Directives was adopted in 1978, if compliance with GAAP does not provide a true and fair view of the financial situation of the firm, the managers must use principles taken from outside GAAP; in such a case, violation of GAAP is no longer fraudulent.

1.3.3. Techniques Used to Detect Earnings Management

Majority of studies uses aggregate accruals to detect EM. They mostly use the Jones (1991) model to: estimate expected accruals, compare those with actual accruals and use the difference as a proxy for detecting earnings management. Nevertheless, there are also other studies using: specific accruals, cost allocation or cost shifting, disclosures and ‘real action’ to detect EM; the first three refer to altering financial data and the last refers to the (re)structuring transactions in order to increase/decrease reported earnings.
1.3.3.1. Detecting Earnings Management Using Aggregate or Total Accruals

Total accruals from the estimation period to proxy for non discretionary accruals in the event period have been used by Healy (1985) and DeAngelo (1986) to model frameworks to detect EM. Such research design considers the assumptions that all changes in accruals in the event period are discretionary, non-discretionary accruals remain constant over time; this, erroneously, could say that the firm under study is not managing earnings. For example, Kaplan (1985) has commented if a firm is growing then the non-discretionary accruals will be larger, thus they should vary in response to changes in economic conditions due to the nature of the accruals accounting process. However, both models indicate that discretionary accruals to increase. Notably, Healy (1985) is of the view that there could be “[…] errors in measuring [total] discretionary accruals [under various circumstances …].”

The Jones (1991) model is based on works by Healy (1985) and DeAngelo (1986). It uses the change in total accruals from a reporting period to proxy for expected non-discretionary accruals in that period. A couple of salient features of this model are: (a) it relaxes the assumption that non-discretionary accruals remain constant over time and, (b) attempts to control for the effect of changes in a firm’s economic circumstances on nondiscretionary accruals.

The Industry Model created by Dechow and Sloan (1991) is similar to the Jones Model, i.e., it relaxes the assumption that non-discretionary accruals are constant over time. It, however, assumes that variations in the determinants of nondiscretionary accruals are common across firms in the same industry, in stead of attempting to directly model the determinants of nondiscretionary accruals.

Dechow et al. (1995) attempt some modifications to the original Jones model with the intention that some discretionary accruals are measured as non-discretionary accruals when part of the revenue also are managed (e.g., managers could accrue revenue that is in fact not yet earned and not yet received in cash, which would lead to a change in revenue, but also to a change in receivables).

1.3.3.2. Detecting Earnings Management through Specific Accruals

Studies that try to detect EM by using specific accruals are frequently linked to specific contexts, specific industries, specific accounting standards, etc. In these studies, researchers focus on specific accruals that are likely to be managed using accounting flexibility to report desired earnings levels.

Marquardt and Wiedman (2004), examining specific accruals used to manage earnings by taking into consideration three contexts: equity offerings, management buyouts, and firms avoiding earnings decreases; and find that firms issuing equity appear to prefer managing earnings upward by accelerating revenue recognition and these receivables are unexpectedly high, unexpected accounts receivable to be negative in cases of management buyout context, and likelihood of firms to be less concerned with earnings persistence and therefore more likely to use more transitory and less costly items to avoid earnings decreases.
Dhaliwal *et al.* (2004), investigating whether tax expense is a relevant context to study EM considering the fact that it is one of the last accounts closed prior to earnings announcements, find substantial evidence that firms use reported taxes to manage earnings if managing non-tax sources are insufficient to achieve targets.

Moehrle (2002), studying firms’ restructuring charges as a source of EM, finds evidences that firms reverse parts of restructuring charges in a latter financial quarter in order to increase net income when such reversals help in beating analysts’ forecast and avoiding reporting losses.

Gray and Clarke (2004), studying EM in the context of disturbances in the financial markets leading to bank loan losses, argue that Allowance for Lease and Loan Losses could be potentially used to manage earnings. Schrand and Wong (2003), investigating whether firms use the provisions in the SFAS 109 to value deferred tax assets and hence build hidden reserves to manage earnings in the banking industry, find that banks do not use valuation allowance to manage earnings but use the provisions in the SFAS 109 to do so; however, they add, well capitalised banks adopt earnings smoothing through valuation allowances, which are capable of absorbing the current-period impact on capital.

Beaver *et al.* (2003) illustrate that property-casualty insurers with small positive earnings understate the loss reserve (to beat the target) relative to insurers with small negative earnings because estimating loss reserve requires significant managerial judgments; moreover, they point out, loss reserves are managed across the entire distribution of earnings.

Ramanna (2008), studying the evolution of SFAS 142 in the context of EM, opine that unverifiable fair-value estimates to account for acquired goodwill could be used opportunistically. This is consistent with: (a) the caveats raised by Watts (2003) that “[… FASB attempts to ban] conservatism will change managerial behavior [and lead it towards opportunism] and impose significant costs on investors and the economy in general […];” (b) the findings of Ramanna and Watts (2008) that managers could exploit unverifiable fair-value based discretion provided in SFAS 142 to avoid timely goodwill write-offs in circumstances where they have agency-based motives to do so; (c) Beatty and Weber (2006) that managers could use them to manage earnings to influence equity markets; among others. Furthermore, Dietrich *et al.* (2001), studying fair value estimates by UK property firms, find firms that employ external appraisers, produce less biased reports that are more accurate than those who employ internal appraisers. Dietrich *et al.* (2000), investigating the reliability of mandatory annual ‘fair value estimates’ for UK investment property, find that managers select among permissible accounting methods to report higher earnings, time asset sales to smooth reported earnings changes, smooth reported net asset changes and boost fair values prior to raising new debt.

Picconi (2006), investigating the ability of analysts and investors to fully incorporate the information contained in pension footnotes, under the purview of the FASB Exposure Draft 1025-200, finds that the Draft addresses problems of information availability, but does not address the information assimilation (another potentially important issue in pension accounting) that hinders both analysts and investors to efficiently incorporate pension information that is already publicly
available, into their forecasts and/or firm valuation; thereby suggesting that mandated increases in information disclosure does not necessarily lead to the absence of EM.

1.3.3.3. Detecting Earnings Management through Cost Allocation and/or Cost Shifting

There are studies concerning if managers indulge in EM activities while shifting costs (i.e., either one group underpays for a service resulting another group overpaying for it or one group pays a smaller share of costs than before resulting in another group paying a larger share of costs than before) or cost allocation (i.e., attributing different costs to their respective cost centres).

Jones and Roberts (2006)\textsuperscript{292}, investigating the use of direct mailings and similar activities by not-for-profit organisations (NPOs) which combine public education efforts with fundraising appeals to allocate the joint costs related to these activities to their programmes, find that NPOs do use joint costs (i.e., shifting costs from one account to another) to mitigate changes in the programme spending ratio (PSR)\textsuperscript{293}. Roberts (2005)\textsuperscript{294} does not find evidence as regards stricter regulations (with respect to how and when charities can allocate joint costs, thereby facilitating more funds towards charitable initiatives) decrease PSRs. Trussel (2003)\textsuperscript{295}, while studying the patterns of PSR of a sample of NPOs, has designed a model which can predict with reasonable accuracy whether or not a charity is a potential accounting manipulator.

While investigating if firms shift expenses from ‘core expenses’ to ‘special items’ by evaluating extraordinary and exceptional items (EI) in a sample of firms in Hong Kong, Jaggi and Baydoun (2001)\textsuperscript{296} find that if market expectations were higher than profit before EI and taxes (PBEI) managers adjust PBEI upwards and reduce the gap between reported and expected profits; additionally, if firms had low historical economic performance they were more likely to disclose negative EI. McVay (2006)\textsuperscript{297}, investigating EM in the context of classification of items within income statements in a sample firms in the U.S.A., finds evidence that managers opportunistically shift expenses from core expenses\textsuperscript{298} to special items that does not change bottom-line earnings, rather overstates core earnings; moreover, she claim that managers do so to meet the analyst forecast earnings benchmark because investors oftentimes are mainly concerned with core financial data and special items tend to be excluded from both pro-forma and analyst earnings definitions.

Beatty and Harris (2001)\textsuperscript{299}, examining realisation of securities gains and losses by banks regarding their subsidiaries, find evidence that banks do use the realisation of securities gains and losses to manage their subsidiaries’ earnings and that they also use these figures to manage the earnings of their group. Krull (2004)\textsuperscript{300}, studying delays in transactions in financial statement recognition of U.S. taxes on repatriations by designating foreign subsidiary earnings as permanently reinvested under APB Opinion No. 23 by firms, finds that firms use permanently reinvested earnings to manage earnings with respect to the differences between analyst forecasts and pre-managed earnings, thereby realising investment and tax incentives to reinvest abroad.
1.3.3.4. Detecting Earnings Management through Disclosures

While studying the association between corporate (voluntary) disclosure and managerial discretion over accounting choices, studies have detected instances of EM.

Kasznik and Lev (1995), analysing firms’ disclosures prior to earnings surprises, find that sizeable number of firms do not disclose such news.

Kasznik (1999), studying whether managers indulge in EM to mitigate costs associated with management earnings forecast errors, find that managers use discretionary accruals to reduce such errors to get rid of costly legal actions by shareholders; they go on to add that the degrees of accounting discretion affect corporate voluntary disclosure policies.

Balsam et al. (2003) find that companies manage pro-forma stock option expenses under SFAS 123 that gives options to firms to expense the estimated fair value of employee stock options. According to them, before 2002, almost none of them indulged in such practices, but instead chose to report the Pro-forma impact of stock option grants in footnotes.

Schrand and Walther (2000), while studying managerial discretion in strategically selecting the prior-period earnings amount used as a benchmark to evaluate current-period earnings in quarterly earnings announcements, find managers are more likely to separately announce a prior-period gain from the sale of property, plant and equipment than a loss when it could avoid reporting negative earnings surprises.

Baginski et al. (2002), studying the association between management earnings forecast disclosures and legal environment in the context of the U.S.A. and Canada, with similar business environments but different legal regimes, find that Canadian firms exhibit greater frequency of Management earnings forecast disclosures than their American counterparts; in the Canadian scenario, consistent with its less litigious environment, managers issue more precise and longer-term oriented forecasts.

Jo and Kim (2007), examining the relation between disclosure frequency and EM and its impact on post-issue performance for a sample of seasoned equity offerings, find that disclosure frequency is inversely related to EM and positively associated with post-issue performance. They also find that transparency-reducing disclosure is concentrated in firms that substantially, but temporarily, increase disclosure prior to the offering, and they exhibit more instances of EM and poorer post-SEO stock performance, on average.

Rogers and Buskirk (2009), examining changes in the disclosure behaviour of a sample of firms involved in litigations related to disclosure, find no evidence as regards firms which respond to litigations by increasing or improving their disclosures to investors; rather they reduce the level of information provided in the post-litigation phase; i.e., “[…] the litigation process encourages firms to decrease the provision of disclosures for which they may later be held accountable, despite the increased protections afforded by the Private Securities Litigation Reform Act of 1995.”
Hope et al. (2009)\textsuperscript{308}, investigating a sample of multinational firms, find that there is a decrease in the event period private information following adoption of SFAS No. 131\textsuperscript{309}, find that firms do not disclose geographic earnings from foreign operations; which, in turn, as they suggest, reduces public trading because of the decrease in public information about the non-disclosure of geographic earnings.

Iatridis and Kadorinis (2009)\textsuperscript{310} find that firms providing voluntary accounting disclosures appear to be less inclined to make use of EM.

1.3.3.5. Detecting Earnings Management through Studying Real Activities

There are studies on EM examining real activities manipulations in order to achieve desired levels of financial numbers. “[...] Real activities manipulation is defined as management actions that deviate from normal business practices, undertaken with the primary objective of meeting certain [earnings] thresholds [...]”\textsuperscript{311} Such activities include price cuts and discounts, just-in-time adoption, R&D budget cuts, (re)structuring transactions to avoid the application of certain accounting standards to those transactions, etc.

Roychowdhury (2006)\textsuperscript{312} find that managers manipulate organisational activities (especially, increasing sales through price discounts, overproducing to lower cost of goods sold, reducing discretionary spending thereby improving margins, etc.) to avoid reporting losses and meet annual analyst forecasts to some extent; however, in the presence of sophisticated investors such practices are less employed.

Bartov (1993)\textsuperscript{313}, studying EM from specific items manipulation and income recognition from disposals, finds that highly geared\textsuperscript{314} (aggressive borrowing) and low income firms report higher revenues from asset sales.

Kinney and Wempe (2004)\textsuperscript{315}, examining the association of the adoption JIT with EM, find that adoptions are influenced by the interaction of firms’ LIFO reserves with their income smoothing, debt covenant and tax incentives activities; they also find that adoption of JIT is less likely for firms that historically engage in high instances of EM, particularly when such firms have no substantial LIFO reserves.

Mande et al. (2000)\textsuperscript{316}, studying reasons behind high decreases of R&D expenses among Japanese firms during the 1990s recession, find that firms with reputations of long-term R&D vision showed myopic income-increasing behaviour; they observe that such evidences reflect instances of EM rather than optimal business strategies. Pozza et al. (2007)\textsuperscript{317}, studying on capitalisation of R&D costs on a sample of Italian listed firms (Italian GAAP allows for the capitalisation of R&D costs), find that firms use cost capitalisation for smoothing earnings; however, they do not find evidences of capitalising R&D costs in order to reduce the risk of violating debt covenants.

Petrovits (2006)\textsuperscript{318}, examining managerial discretions used in the strategic use of corporate philanthropy towards charitable causes to achieve financial reporting objectives, finds that firms with high stock price sensitivity and small increases in earnings make the most of income-increasing foundation funding choices (especially
firms with strong equity market incentives to manage earnings, using their charitable foundations as off-balance sheet reserves) and firms with increasing earnings despite of large income-decreasing foundation funding choices in the current year are more likely to increase earnings in subsequent periods (which are consistent with the use of cookie jar reserves and earnings smoothing); she adds that time gaps between pay-ins and pay-outs can lead to EM possibilities. Prior et al. (2008)\textsuperscript{318}, investigating EM in the context of corporate social responsibility (CSR) from a multinational sample, find a positive impact of EM practices on CSR and a negative impact on financial performance from the combination of EM and CSR; thus, they suggest prudence on the part of the managers and foresightedness on the part of the policy-makers as two ways to constrain EM with respect to activities related to CSR. Chih et al. (2008)\textsuperscript{320}, investigating the concern between EM and corporate social responsibility with a large sample of corporations (CSR) worldwide, opine that “[…] with a greater commitment to CSR, the extent of earnings smoothing is mitigated, that of earnings losses and decreases avoidance is reduced, but the extent of earnings aggressiveness is increased.”

Nelson et al. (2003)\textsuperscript{321}, undertaking descriptive experimental studies about how managers attempt to manage earnings, find, among other things, that managers use transaction structuring\textsuperscript{322} when accounting rules are very precise and judgements when rules are flexible. They also argue that the following EM practices are generally undertaken as regards real activities: bill-and-hold sales, sale-and-lease-back transactions, recognising reserves (such as loan losses in banks) and asset impairment, capitalising and/or deferring too much or too little, decreasing previous accrual (e.g., deferred tax asset valuation allowance), modifying depreciation, cut-off manipulation, deferring revenue, misestimating percentage-of-completion, income statement classification, avoiding consolidation, etc.

Marquardt and Wiedman (2005)\textsuperscript{323}, examining if firms structure their convertible bond transactions to manage diluted EPS, find that firms use contingent convertible bonds (CoCos)\textsuperscript{324} to increase diluted EPS (under SFAS 128, such bonds do not have to be part of the denominator of diluted EPS).

1.3.4. Actions/Initiatives to Restrain Earnings Management

EM leads to a gamut of consequences. At the organisational level, firms may manage earnings to enhance their credibility, increase their stock price, reduce political and social costs, etc. At the individual level, executives can alter their compensation plans to their favour, increase values of their stock options, enhance their reputation, etc. However, if EM is perceived as unethical by financial statement users, then managers’ and companies’ reputations negatively get affected and companies’ credibility in the market is damaged. There are also further negative effects too like high litigation costs, decrease in stock prices, heightened regulatory scrutiny, loss of reputation, etc., which in themselves, should be effective to restrain manager to practise EM.

Kaplan (2001)\textsuperscript{325}, through an experiment on whether shareholders and non-shareholders of a firm perceive EM as more or less unethical depending on the intent and technique of EM, shows that non-shareholders do not always view EM to be unethical and shareholders’ do not always take different intentions behind EM into consideration.
Arya et al. (2003) argue that EM per se is not bad, rather they argue for effective regulations that can facilitate prudent EM; “[…] accounting research shows that income manipulation is not an unmitigated evil; within limits, it promotes efficient decisions. […] Earnings management and managerial discretion are intricately linked to serve multiple functions. Accounting reform that ignores these interconnections could do more harm than good. […] The implicit role of regulators is to make earnings management challenging, not impossible. […]”

Wang and Williams (1994), in contrary to the argument that smoothing is cheating or misleading, view it as an enhancement of the informational value of reported earnings, i.e., firms with smoothed earnings are viewed as being less risky; which can benefit both for existing and prospective investors; moreover, markets prefer smoothed numbers. Ronen and Sadan (1980) argue that smoothing can enhance the ability of external users to predict future income figures. Imhoff (1977) does not find any concrete evidence regarding advantages or disadvantages of smoothed income for a firm or its shareholders. Clikeman (2002) recognises the problems of measuring earnings for knowledge-based firms; while examining the criticism against current accounting practices with respect to their inadequate scope to measure the performance and resources of these firms, he argues that the problem lies in how to properly match expenses with related revenues and, omit assets (like, patents, copyrights, brand names, employee expertise) from corporate balance sheets (valued at nominal amounts when reported); however, he adds, there still could be the possibility to manage earnings if these assets (in the case of knowledge-based companies) are properly valued; finally, he is of the opinion that EM may be necessary to ensure earnings quality which is mostly about repeatability in the case of such firms.

Furthermore, Parfet (2000) is of the view that report preparers act under a high-pressure working environment because of the expectation from them not only to produce continuous improvement in operating performance but also to steadily and reliably increase financial returns and long-term growth in shareholder value, which can cause EM; in this regards, he calls for attention to “[…] the context in which decisions are made, where subtle effects from human perceptions and peer pressures, the complexity of combined factors, and a high-stakes business environment all impact good people who are trying to do their jobs with integrity […]” he, however, contrasts ‘bad EM,’ i.e., adjustments that are designed to hide real performance from ‘good EM,’ i.e., interventions with prudence.

Moreover, firms could manipulate earnings in connivance with other market players, even through compliance. Shah (1996) describes such endeavours as creative compliance through novel means, e.g., innovative financing schemes from banks; he succinctly puts forth: those with the resources “[…] to resist regulations are unregulatable. […]” Moreover, Revsine (1991) opines that ‘foggy’ accounting standards help to carry out accounting manipulations.

Nevertheless, in order to prevent unethical and unlawful EM instances, the accounting standards and procedures need to be well-defined, which is not feasible because there will always be some degrees of choice in accounting practices in the contemporary business environment that is dynamic, complex and global. In this
context, auditors and regulators have vital roles to play. However, the corporate fallouts at the dawn of this millennium (like the Enron Scandal in which Arthur Anderson was involved) pose more questions than answers with regards to AM. Notwithstanding, researchers study the roles of more developed accounting standards with optimal accounting choices and more efficient regulatory authorities, more versatile auditing, better corporate governance, and more ethical considerations in restraining EM.

1.3.4.1. Earnings Management in Itself is Self-defeating

Various studies point out to the fact that EM in itself could be a restraining factor that, in turn, could be effective in cautioning managers to be watchful about what they do.

Through experimentation, Tan and Jamal (2006) show that although high foresight managers can continue to report smooth earnings in order to present a better-looking picture of firms for shareholders, the use of this form of EM can reduce their firms’ productivity and growth; i.e. when EM is used to communicate with shareholders but hampered by strict accounting standards, managers may smooth earnings in the short-run which are damaging for the firm in the long-run.

Liang (2004), undertaking modelling on EM by considering self-interest of managers, owners and social objectives of regulators; finds that various economic trade-offs give rise to endogenous EM and so EM should be understood in its context.

1.3.4.2. More Developed Accounting Standards with optimal accounting choices and More Efficient Regulatory Authorities in Restraining Earnings Management

There are studies on curbing EM through more developed accounting standards with optimal accounting choices and more efficient regulatory authorities.

Dutta and Gigler (2002), theorising an association between EM and voluntary management forecasts in an agency setting, by modelling EM as a window dressing activity undertaken by managers to present to shareholders about the increase in firm’s reported earnings but having no impact on the firm’s real cash flows; show that it is easier to prevent managers from managing earnings if they are asked to forecast earnings and suggest EM likely to follow high earnings forecasts than low earnings forecasts; importantly, they argue that absence of EM may not lead to optimal incentives for the shareholders, and consider EM could be beneficial “[…] as it reduces the cost of eliciting truthful forecasts.”

Ewert and Wagenhofer (2005), while examining the usual claim that enacting tighter accounting standards and disclosing more information to the capital market can enable the accounting statement users to distinguish between accounting and real EM, and assumption that standard setters can only restrict accounting EM; find that in a rational expectations equilibrium model, earnings quality increases with tighter standards. However, they identify several consequences that may outweigh this benefit, e.g., (a) managers increase costly real EM because the higher earnings quality increases the marginal benefit from it, (2) tighter standards can increase expected accounting and total EM, and (3) the expected total costs of EM can also increase.
Ramesh and Revsine (2001)\textsuperscript{339}, examining banks’ choice of accounting methods in a new regulatory environment that more closely ties regulatory monitoring to GAAP numbers, find that banks’ choice to implement SFAS 106\textsuperscript{340} is consistent with attempts to balance the increased regulatory costs with benefits from EM. They also suggest that banks strategically choose the adoption timing of both SFAS 106 and SFAS 109\textsuperscript{341} to reduce regulatory costs.

Nelson et al. (2002),\textsuperscript{342} analysing the data obtained using a field-based questionnaire in which auditors from one Big-5 auditing firm described experiences they had with clients who they believe were attempting to manage earnings, find that managers tend to manage earnings by structuring (or not structuring) transactions to achieve a desired result when the related accounting standards are precise (or imprecise), and that auditors are less likely to require adjustment of the attempts in those circumstances.

Lang et al. (2006)\textsuperscript{343}, comparing US firms’ earnings with reconciled earnings for cross-listed non-US firms, find: (a) higher nuances of EM in the case of non-US firms, (b) firms reconciling to US GAAP indulge more in EM than those preparing local accounts in accordance with US GAAP, (c) both of these firms practice EM in higher magnitudes than listed US firms, and (d) more evidence of EM in countries having lower investor protection measures “[…] suggesting that SEC regulation does not supplant the effect of local environment […].” They argue that these evidences of EM are stronger for firms in countries with low investor protection, thereby suggesting that accounting standards, as matters of fact, influence EM occurrences; but U.S. SEC regulations and compliances with US GAAP do not entirely eliminate local GAAP managing trends. Chen et al. (2002),\textsuperscript{344} explaining the earnings gap between local GAAP and IAS even after harmonisation efforts were made in China, find that inadequate supporting infrastructure and low quality auditing are the main reasons behind these continuing gaps; hence, they argued that improved accounting standards in themselves are ill-equipped to counter EM practices. Thus, they advocated for additional supporting infrastructure and quality audit programmes to complement such harmonisation processes in order to mitigate EM. Similar conclusions were drawn by Van Tendeloo and Vanstraelen (2005)\textsuperscript{345}, who investigated in the case of a sample of German companies (Germany is a code-law country with low investor protection) if voluntary adoption of International Financial Reporting Standards (IFRS) is associated with lower instances of EM that have adopted IERS (suggested by Ball et al. (2003)) find that these firms do not show different EM behaviour than firms that are reporting under German GAAP. Leuz et al. (2003), while studying corporate governance and EM in a cross-continental perspective, find: insiders, in an attempt to protect their private control benefits, use EM to hide ‘true performance’ of firms from outside stakeholders, especially the investors; they argue that EM would can be curbed by investor protection.\textsuperscript{346}

Baber et al. (2006)\textsuperscript{347}, analysing security price reactions to quarterly earnings announcements on firms’ disclosure of supplementary balance sheet and/or cash-flow information that could be used to estimate the consequences of EM, argue that investors are capable of interpreting corporate financial reports and correct them for EM when supplementary information are provided in balance sheet and cash-flow statement.
Healy et al. (2002), using a simulation model that examined the trade-offs between objectivity in accounting for R&D investments and relevance of accounting information, find that R&D investments (in pharmaceutical firms) are capitalised and/or written off when are unsuccessful; and/or amortised over the expected life when successful. Discussions on such trade-offs can also be found in the work of Altamuro et al. (2005) who, examining if the introduction of Staff Accounting Bulletin (SAB) No. 101 by U.S. SEC (to address its concern that firms were masking true performance by managing earnings using accelerated revenue recognition) would eliminate industry-accepted revenue recognition practices and reduce the quality of reported earnings, find that although it helps to mitigate EM but causes a decline in earnings informativeness.

Dowdell and Press (2004), examining accounting reports on in-process research and development costs following the 1998 guidance from U.S. SEC against writing off such costs, opine that SEC scrutiny seems to guide financial reporting practices in the ‘right direction.’

Gaver and Paterson (2000), investigating EM in the context of the failure of firms in the insurance sector in the late 1980s in the U.S.A., mainly arising out of State oversight, find that under-reserving by financially weak insurers declined in the post-accreditation period, and hence argue that “[…]improvements in insurer solvency monitoring related to accreditation by states are associated with a decrease in insurers’ proclivities to use accounting discretion to circumvent regulatory oversight.”

Hodge (2003), examining whether unprofessional investors’ beliefs mirror the U.S. SEC’s concerns that earnings quality and auditor independence have declined over time and whether lower perceptions of earnings quality are associated with more analysis and reliance on a firm’s audited financial statements when they make investment decisions; validates the U. S. SEC’s concerns in regards to the erosion of the perceived earnings quality, perceived auditor independence and the perceived reliability of audited financial information for all publicly traded firms, on the one hand; but, on the other hand, argues that the perceived relevance of audited financial information has increased; finally, contends that “[…] either […] lower perceptions of earnings quality lead investors to examine more thoroughly a firm’s audited financial statements, or […] more thorough analysis of a firm’s financial statements leads investors to lower assessments of the firm’s earnings quality.”

Chen and Yuan (2004), investigating the effects of scrutiny by Chinese regulators to control EM undertaken by firms which try to reach the required 10% return on equity, find that many firms still gain state approval to issue additional shares by using excess amounts of non-operating incomes. Johari et al. (2008), studying Malaysian firms, find “[…] excessive shareholding beyond 25% by managers may induce managers to manage earnings, […] a combined chairman-CEO roles (CEO duality) does not influence the practice of earning management […] and [the] the minimum composition of one-third independent director, as suggested by the Code of Corporate Governance in Malaysia is not adequate to monitor the management from earnings management practices.”
Li et al. (2008)\textsuperscript{355} are of the view that ‘Sarbanes-Oxley Act’\textsuperscript{356} of 2002 is adequately equipped to constrain EM practices and enhance quality of accounting reports.

Shen and Chih (2005)\textsuperscript{357}, undertaking a study in the banking industry, find: significant evidence of EM (partly attributed towards prospect theory), higher real per capita GDP decreases EM; although they propose higher investor protection and transparency standards in accounting disclosure to mitigate EM, yet they find that stronger enforcement of laws leading to lesser instances of EM holds true for low-income countries only, and not only for high-income countries.

Coppens and Peek (2005)\textsuperscript{358}, analysing earnings distributions of public and private firms in eight European countries to determine instances of EM, find: private firms avoid reporting small losses (even in the absence of pressures to meet capital market expectations) but not so in countries with stronger tax regulations; and susceptibility of public firms to manage earnings to meet capital market expectations.

Based on the findings of Thomas (1989)\textsuperscript{359}, Kinnunen and Koskela (2003)\textsuperscript{360}, using a large sample to study cosmetic EM (CEM), i.e., small upward rounding of reported net income that generates more than expected zeros and less than expected nines as second digit of earnings numbers; find: (a) upward rounding is much more significant on the bottom line than on the top of an income statement and a reversed pattern of CEM for net losses, (b) its dependence on some institutional factors (e.g., CEM decreases with spending on auditing, increases with the latitude of country’s GAAP, depends on country’s cultural values such as power distance, and varies with regards to management bonus schemes), and (c) no significant relationships between CEM and factors like the degree of shareholder protection or the alignment of financial and tax accounting.

Jiang et al. (2008)\textsuperscript{361}, comparing equity incentives of CEO with that of CFO, find “[…] magnitude of discretionary accruals and the likelihood of beating benchmarks and earnings restatements are more sensitive to the CFOs’ equity incentives than to those of the CEO. […] E]vidence supports the SEC’s new disclosure requirement on CFO compensation.”

Stein (1989)\textsuperscript{362}, attempting to model inefficient managerial behaviour in the context of a rational stock market, holds the view that managers, who take markets as static, try to mislead the market about the value of their firm through various earnings manipulation efforts. In contrast to Stein’s (1989) view of efficient markets, Ronen et al. (2006)\textsuperscript{363}, investigating the insider trading as indication of EM, argue EM distorts stock prices and reduces the firm’s value; as a part of policy implications, they see their findings to complement the OECD’s 2004 recommendation prohibiting insider trading.

Barton (2001), while studying derivatives and discretionary accruals for the Fortune 500 companies, shows that firms with larger derivative portfolios have lower levels of discretionary accruals; and adds that managers can smooth cash flows through hedging and by increasing/decreasing accruals; “[…] firms holding derivative portfolios with large notional amounts also have lower absolute levels of discretionary
accruals, suggesting that derivatives and discretionary accruals are partial substitutes for smoothing earnings. […]³⁶⁴

Beneish (1997)³⁶⁵ finds that Jones model can detect possibilities of opportunistic reporting with high accruals, and can distinguish GAAP violators from aggressive accruers.

Yu (2008)³⁶⁶, studying the role of information intermediaries on EM, find less occurrences of EM for those firms who are briskly followed by: equity analysts, more experienced analysts, and high-profile brokers.

Othman and Zeghal (2006)³⁶⁷, while examining potential factors that influence EM in different socio-economic environments, namely Anglo-American and the Euro-Continental environments, found earnings management for French firms were specifically linked to contractual debt costs and effective tax rates; however, they also found that Canadian firms show specific incentives matched with a dynamic capital market where issuing equity is a strong motive for EM.

Black et al. (1998)³⁶⁸, examining EM through asset sales that allow asset revaluation in Australia, New Zealand and the U.K., find that EM behaviour differed between firms in Australia and New Zealand with that of the U.K. prior to 1993 when their accounting rules differed, but is similar during the 1993-95 period when the U.K. implemented FRS 3³⁶⁹.


Kinnunen et al. (1995), while studying Finnish firms, find that the opportunity for and the use of EM is greater in the core sector.³⁷¹

Chan et al. (2005)³⁷², examining if firms reporting material internal control weaknesses³⁷³ under Section 404³⁷⁴ of the Sarbanes-Oxley Act of 2002³⁷⁵ practise EM and lower return-earnings associations compared to other firms, find mild evidence that there are more positive and absolute discretionary accruals for firms reporting material internal control weaknesses than for other firms; they also find mild evidence that firms reporting material internal control weaknesses have lower return-earnings associations than other firms.

1.3.4.3. More Versatile Auditing in Restraining Earnings Management

There are many studies that look into role of more versatile auditing as an effective means to restrain EM practices, which have taken into consideration various auditors’ points of views with respect to the relation between audit characteristics and AM by their clients, increased audit quality leading to increased quality of financial reports and how to enhance quality of audit and use it as a proxy in studying EM.

Nelson et al. (2002)³⁷⁶ raise doubts that auditing can curb EM.

Francis et al. (1999)³⁷⁷, investigating whether auditing done by one of the Big 6 auditors increases a firm’s endogenous propensity to generate accruals because
high-accrual firms could manage earnings aggressively and opportunistically and hence have incentives to afford for a Big 6 auditor to earn market credibility, find evidence to support this claim; additionally, they find that these firms have high levels of total accruals, and low levels of discretionary accruals too, which is consistent with the assumption that Big 6 auditors constrain aggressive and opportunistic accrual reporting.

Krishnan (2003b)\textsuperscript{378}, investigating auditors’ industry expertise in mitigating EM, find that auditing by these auditors can mitigate accrual-based EM effectively than those who do not have expertise. Van Caneghem (2004)\textsuperscript{379} finds mildly support for such claims; he, using auditor size as a proxy for audit quality in the context of the U.K., also finds no evidence to support that auditing done by Big 5 audit firms decreases EM. Balsam et al. (2003)\textsuperscript{380}, examining the association between measures of earnings quality and auditor’s industry specialisation, find that clients of industry specialist auditors have lower discretionary accruals and higher earnings response coefficients (ERC)\textsuperscript{381} than clients of non-specialist auditors.

Kim et al. (2003)\textsuperscript{382}, investigating if audit effectiveness is influenced by reporting incentives for auditors and managers, find Big 6 auditors are less effective than non-Big 6 auditors when both managers and auditors have incentives to prefer income-decreasing accrual choices. Van Tendeloo and Vanstraelen (2008)\textsuperscript{383}, studying if auditing by Big 4 audit firms could reduce instances of EM in private and non-listed European firms, find that “[… they] have an incentive to constrain earnings management only in high tax alignment countries, where financial statements are more scrutinized by tax authorities and the probability that an audit failure is detected is higher. […]” Chung et al. (2005)\textsuperscript{384}, using company year observations, find that low-growth companies with high free cash flow will use income-increasing discretionary accruals to offset low or negative earnings; and argue that external monitoring especially by Big 6 auditors and institutional investors with substantial shareholdings could effectively deter managers’ opportunistic behaviour in the context of EM.

While studying auditors’ independence as a proxy to mitigate EM, Frankel et al. (2002)\textsuperscript{385} find positive correlations between the purchase of non-audit services (from auditing firms) and EM proxies like earnings surprises, discretionary accruals, public criticism in financial reports, restatements, etc.; this is because an auditor loses its independence if it supplies non-audit services like consulting to its client. Ferguson et al. (2004)\textsuperscript{386} find similar results. Chung and Kallapur (2003)\textsuperscript{387}, while assessing if a client is important for an auditor then auditors’ independence is compromised and hence audit quality is deteriorated, with a sample of clients of the Big 5 auditing firms; do not find statistically significant correlations between client importance and abnormal accruals. Geiger et al. (2005a)\textsuperscript{388}, studying the effect of the so-called auditor-to-client revolving door situations, in which a client hires its senior financial executives directly from its external auditing firm, on audit quality; do not find support for occurrences of EM immediately before or after such hiring when auditor independence is supposedly reduced.

Carey and Simnett (2006)\textsuperscript{389}, studying long audit partner tenures and their effect on audit quality, using data from Australia, where the audit partner can be identified and for a period where partner rotation was not mandatory; find
deterioration in audit quality associated with long audit partner tenure but do not find evidence of an association of long audit tenure with abnormal working capital accruals.

Heninger (2001)\textsuperscript{390} finds that abnormal accruals are positively correlated to litigation risks for auditors; in such situations, he argues, external stakeholders hold auditors responsible when the management tampers with earnings; which, in turn, implies that auditors need to be vigilant about abnormal income-increasing accruals, especially when the firms they audit are financially distressed or large companies.

Libby and Kinney (2000)\textsuperscript{391}, through experiments involving managers from Big 5 audit firms who estimated (audited) reported earnings conditional on analysts’ consensus forecast, auditing standards and regulations, and auditor discovery of a quantitatively immaterial earnings overstatement; find that auditors are less likely to judge overstatement correction if it would cause a missed forecast, even for objectively measured misstatements.

Nelson et al. (2005)\textsuperscript{392} find that auditors are more likely to require their client to book reporting misstatement under the approach that makes them look more material; standard setters mandate that auditors require adjustment whenever a misstatement is material under cumulative and current-period approach audit practice to provide quantitative materiality assessments about proposed audit adjustments, they argue.

Caramanis and Lennox (2008)\textsuperscript{393}, studying audit hours in a sample of firms from Greece, view more auditing frequencies constrain EM.

Davis et al. (2009)\textsuperscript{394}, examining the relation between auditor tenure and EM, find that firms (not covered by analysts) with both short (two to three years) and long (13-15 years or more) auditor tenures are more likely to report levels of discretionary accruals that lead to meeting and/or beating earnings forecasts; they suggest that while regulatory mandates for periodic auditor turnover have negative effects, sustained long term auditor-client relationships may be also detrimental to audit quality.

Moehrle et al. (2009)\textsuperscript{395} have synthesised, in an annotated bibliography form, recent regulation-related findings and commentaries in the academic literature.

1.3.4.4. Better Corporate Governance to Restrain Earnings Management

Better corporate governance processes, customs, policies, rules and regulations, and models have also been discussed to restrain EM.

Wasley and Wu (2006)\textsuperscript{396}, studying a relatively recent change in voluntary disclosure practices by management, i.e. the issuance of cash flow forecasts, find that such forecasts are done to signal good news in cash-flow; thus suggesting that different incentives drive firms’ disclosure of different financial information.

Fuller and Jensen (2002)\textsuperscript{397}, analysing companies like Enron and Nortel that show the dangers of conforming to market pressures for unrealistic growth targets, opine that CEOs should take more initiatives in setting expectations and forecasts so
that stocks can be traded at close to their intrinsic values, and managers must make their organisations more transparent to investors.

Kamin and Ronen (1978)\textsuperscript{398}, examining the effects of the separation of ownership and control on income smoothing, find that management-controlled firms (particularly management-controlled firms with high barrier to entry) are more likely to be engaged in smoothing for managerial discretion and budgetary slack.

Klein (2002)\textsuperscript{399}, examining whether audit committee and board characteristics are related to EM, finds negative relations between: audit committee and Board independence with abnormal accruals; additionally she finds that reductions in board or audit committee independence are followed by large increases in abnormal accruals with the most pronounced effects occurring when either the Board or the audit committee is comprised of a minority of outside directors; she opines that effective monitoring of the corporate financial accounting needs boards structures to be less influenced by the CEO.

Kim and Yi (2006)\textsuperscript{400}, while studying EM in South Korea, find that when ownership structures of firms becomes more disperse and firms are publicly traded, they manage earnings. Katz (2006)\textsuperscript{401}, studying the change in EM and conservatism, finds that privately owned firms engage less in upward EM and recognise losses more promptly, than public owned firms. Cornett et al. (2008)\textsuperscript{402} find that governance variables, and not incentives – like institutional ownership of shares and, presence of independent outside directors and institutional investor representation on the board – mitigate the use of discretionary accruals and hence reduce EM.

Coles et al. (2006)\textsuperscript{403} find that institutional ownership of shares, institutional investor representation on the board of directors, and independent outside directors on the board have significant impact in mitigating EM. Park and Shin (2004)\textsuperscript{404}, investigating the effect of board composition on EM in Canada, find that the presence of outside directors on the Board does not reduce abnormal accruals or earnings declines; however, the presence of directors from financial intermediaries do reduce EM; further reduction is achieved by active institutional shareholders on the Board. Peasnell et al. (2000) find that the composition of the BOD reduces EM instances.\textsuperscript{405}

Peasnell et al. (2006)\textsuperscript{406} are of the view that transparency holds one of the keys to mitigate EM; in this regards, they find evidence of abnormally low discretionary accruals in the period following announcements of cancellations of executive stock options up to the time the options are reissued.

Dempsey et al. (1993)\textsuperscript{407} find that when management and ownership are separate, high levels of EM through extraordinary items take place.

Hwang and Kim (2008)\textsuperscript{408}, studying the social ties between auditors and senior executives, find that “[…] measures of social ties between the CEO and members of the audit committee are associated with higher levels of earnings management […]”

Peasnell et al. (2006)\textsuperscript{409}, investigating EM in the UK with respect to the Board and audit committee monitoring, find negative correlation between EM and the proportion of outsiders on the board (however, little evidence on the presence of
outside directors’ and income-decreasing abnormal accruals was found in the situation when pre-managed earnings are higher) and no evidence as regards the existence of an audit committee influencing the level of either income-increasing or income-decreasing practices; nevertheless, they find that the monitoring role of outside directors in relation to income-increasing EM is more pronounced in the cases where audit committees exist.

Lee et al. (2007)\textsuperscript{410}, while studying EM in the context of organisational structure, especially higher relatedness between divisions, more transactions between them and the existence of complementarity between them; find EM is positively associated with organisational relatedness; they also find those with high proportion of outside directors and high institutional equity ownership have less pronounced instances of EM.

Ahn and Choi (2009)\textsuperscript{411}, examining the role of corporate governance under monitoring by banks on the borrowing firms’ behaviour, find that instances of EM by bank-dependent firms generally decreases as the strength of bank monitoring increases and, collateral and loan types are significantly associated with EM, while refinancing and loan purposes have no association. Dittmann et al. (2010)\textsuperscript{412}, analysing the role of bankers on the boards of German non-financial companies, find that banks that are represented on a firm’s board promote their own business as lenders and as M&A advisors, act as financial experts who help firms to obtain funding, and so on; they, however, find little evidence that in the presence of bankers instances of EM decrease. Markarian and Parbonetti (2009)\textsuperscript{413}, examining financial interlocks and conflicting interest between banks and industrial companies in the context of EM, in a sample of Italian firms; find that the presence of bankers on the Boards of industrial firms mitigate EM but the presence of industrial executives on the Boards of banks does not; this suggests that industrial firm executives who hold a Board position in a bank, effectively capture the monitoring process; they argue for monitoring and lending to be kept separate, in line with the regulatory/litigation environment found in the USA.

Marnet (2007)\textsuperscript{414} suggests that “[…] strictly numerical measures are not a reliable guide to the quality of corporate governance […]” in general and EM in particular.

Arlen and Carny (1992)\textsuperscript{415} are under the impression that risk of the loss of reputation led concealment of firm’s real financial states could be effectively mitigated by aligning the interests of the senior management of the firm with firm’s long-term interests.

1.3.4.5. External Factors to be Considered in Restraining Earnings Management

Studies on external factors like educating the investors have been done to investigate their impacts in curtailing instances of EM.

Goel and Thakor (2003)\textsuperscript{416}, studying greater earnings volatility and informational asymmetry in the market, argue that the uninformed traders, when their number swells in the market, push the managers to smooth earnings that are related to
managers, share owners, auditors, and standard setters all derive benefits from selective financial representation [...]” argues that educating the public about the losses of financial representation can mitigate EM; “[...] part of the blame rests with accounting educators since misrepresentation issues receive little attention in most university courses and few academics try to alert the public as abuses unfold. [...]”

According to Schipper (1989), concentrated accounting information user groups with substantial sophistication are likely to constrain EM practices.

Entwistle and Phillips (2003), commenting on Smith’s (2003) work that suggests that the accounting profession must return to its traditional ethical values, opine that by merely addressing ethical issues might fall short of dealing with EM; drawing from the findings of Parfet (2000), they point out: the issue of mounting challenges being faced by accountants should be looked into, efforts on making students aware about earnings management (versus manipulation) should be initiated, and, finally, the investing public should be alerted about what is EM and what is not.

1.3.4.6. More-Ethical-Considerations in Restraining Earnings Management

In line with Smith’s (2003) view that the accounting profession must return to its traditional ethical values and raise its ethical standards, many researchers consider ethics as important to mitigate instances of EM; e.g., there are studies that find that ethical perspectives are increasingly being integrated into accounting education.

Elias (2002), studying EM in the context of ethics, finds mixed reaction from accountants towards EM, and suggests that “[...] attention should be paid to an individual’s moral philosophy and time horizon if the objective is to reduce earnings management occurrence.”

Fischer and Rosenzweig (1995), after undertaking a survey among students and practitioners of accounting on to what extent they accept EM, suggest “[...] changes in accounting education curriculum and ethics awareness programs in business which might: increase students’ and practitioners’ sensitivity to the ethical ramifications of earnings management.”

From experimental findings, Kaplan and Ravenscroft (2004) are of the view that colleagues of managers who manage earnings make ethical judgments about them and that these judgments can affect their willingness to work with these managers and assist them in their careers.

Kaplan et al. (2007), through an experiment on EM with a sample of management students who have experience in accounting, find that social costs are imposed on managers when they manage earnings in ways that are detrimental to organisational goals. While pointing out to social cost, these authors cite two important sources: Cohen and Prusak (2001) who are of the opinion that high social capital results in better financial results and, Noreen (1988) who suggests that unethical behaviour is a manifestation of the decline in ethical norms.
Fischer and Rosenzweig (1995) are of the view that explicit ethical codes which include policies on EM could be adopted and made a ‘living’ presence in the day-to-day business environment; furthermore, they also suggest that ethical analyses of specific EM instances could be included as case studies in professional and business publications in order help to decrease the occurrences of ‘accounting dissonance’ that practitioners encounter between their professional ideals and organisational pressures to increase profits, which can help to increase the satisfaction and retention of accounting practitioners with high professional ideals.

Macintosh (1995), critiquing on various studies that are done from ethics perspectives on issues hovering around accounting manipulation, opine that most of them investigates mere ‘socially acceptable’ behaviour, not ethics per se.

1.3.5. Various Research Attempts to Improve Studies on Earnings Management

There has been a long history concerning attempts that have been undertaken regarding accounting choices and flexibilities (discretionary accruals, accounting procedure changes, specific components of discretionary accruals, components of cash flows, etc.), ethics in business, nature of accounting manipulations (accounting or real activity manipulation), regulatory environment (e.g., disclosure), industry characteristics (like nature of competition), firms’ internal characteristics (like governance, audit and insider trading activities), and so forth to study the issues related to EM, create models that can predict/reveal EM practices, and fine-tune the existing EM models. For instance, since the 1960s, accounting research on matters involving the determinants and implications of accounting choice have been carried out. One notable example in this regards is Simpson (1969) who studied AM before the development of the accrual method; they were known as creative accounting. In this section, let us discuss various studies that have taken into consideration methodological issues and analytical models as regards EM.

Researchers mostly analyse: (a) accounting methods while studying EM because they think accounting manipulations are supposedly less costly to carry out than real-activity manipulations, (b) the existing flexibility in accounting standards; and have found out that they do not affect actual cash-flows and they seemingly do not have significant impact on growth of a company. Many empirical studies examine accruals manipulations because they are less likely to be detected as something that in principle are instances of outright wrongdoing than, say, changing accounting methods that have to be explained in the financial reports of firms; and they can be easily complied with GAAP guidelines. The accruals that are thought to be manipulated are most often referred to as discretionary accruals (also known as unexpected or abnormal accruals). Although there is little progress in determining new models to measure EM, the Jones and Modified Jones models seem to be the subject of improvement efforts by various researchers.

Dechow et al. (1995), evaluating alternative accrual-based models for detecting EM, model the Modified Jones model and argue that it is more effective in detecting EM although, according to them, none is really foolproof. Jeter and Shivakumar (1999) find that Jones model is inadequate for detecting EM for extreme cash flows. Young (1999) finds that discretionary accruals generated by the Healy model are associated with the highest level of predictable measurement
error and emphasises the need for further developments in relation to the measurement of EM.

Beneish (1999a)\textsuperscript{436} studying firms that are subjected to accounting enforcement actions by the U.S. SEC, does not find that managers indulged in earnings overstatements for concerns about debt covenant violations or the cost of external financing; and suggests that further studies on managers’ trading behaviour could throw more light on EM. Beneish (1999b)\textsuperscript{437}, studying a sample of earnings manipulators, finds significant prevalence of EM, identifies their distinguishing characteristics, and calls for further examination of distortions in financial reports.

Lev (2003)\textsuperscript{438}, commenting on the state of affairs in the 1990s when reported earnings deteriorated considerably, feels that although EM is pervasive, but it is hard to detect except for egregious cases; he suggests that “[…] we must think seriously about reforms that will change the incentives for earnings manipulations and will make corporate financial reports more truthful and revealing.” Lev et al. (2005)\textsuperscript{439} are of the view that “[…] accruals do not improve the prediction of cash flows, beyond current cash flows, and improve only marginally the prediction of earnings. This latter improvement, however, appears to be economically insignificant. Thus, the objective difficulties of generating reliable estimates and projections in a volatile economy, and their extensive misuse by managers appear to offset the positive role of estimates in conveying forward looking information to investors.”

Burgstahler and Dichev (1997)\textsuperscript{440} and DeGeorge et al. (1999)\textsuperscript{441} have developed an alternative method to detect EM, in combination with discretionary accruals. In this method, reported earnings are distributed around certain earnings benchmark (zero earnings, last quarter’s earnings, etc.). Assuming a smooth probability distribution, the expected number of observations in an interval is the average of the two adjacent intervals. The difference between the expected number and the actual number of observations, divided by the estimated standard deviation of the difference, indicates whether there is a significant discontinuity in a certain interval. According to them, discontinuities around the previously mentioned earnings benchmarks are indications of EM. Burgstahler (1999)\textsuperscript{442} in addition to supporting the findings of Burgstahler and Dichev (1997), develops a model that shows how higher marginal benefits of EM in the vicinity of zero can lead to the avoidance of earnings decreases and/or losses; additionally, they find that the marginal benefit of EM is higher in the vicinity of zero.

McNichols’ (2000)\textsuperscript{443} argues against using aggregate accruals models because of the ambiguity surrounding how accruals behave in the absence of EM. She puts forth the following points, in the context of existing models, that give biased results: (a) they often measure discretionary accruals within one industry under the assumption that firms manage earnings because they expect their competitors to do so, thus there are more likelihood of understating discretionary accruals because the average level of discretion exercised by the industry is included in these analyses; and (b) the assumptions that no EM happen during the prediction/estimation period and a test/event period might be difficult to be maintained in calculating discretionary accruals considering the wide range of motives behind EM. She suggests, “[…] future progress in the earnings management literature is more likely to come from
application of specific accrual and distribution-based tests than from aggregate accruals tests.”

Kothari et al. (2005)\textsuperscript{444}, examining and comparing the specification and power of tests based on performance-matched discretionary accruals with tests using traditional discretionary accrual measures like the Jones and Modified-Jones models, find that the former type tests “[…] enhance the reliability of inferences from earnings management research when the hypothesis being tested does not imply that earnings management will vary with performance, or where the control firms are not expected to have engaged in earnings management.”

McDaniel et al. (2002)\textsuperscript{445} find that financial literates assess earnings quality differently than financial experts; experts highlight its importance more than literates, whereas literates emphasise more on nonrecurring items than are the experts.

Healy and Wahlen (1999)\textsuperscript{446}, while undertaking studies on the usefulness of the research on EM for standard setters, contend that research has neither enabled standard setters to curb EM nor to provide them with evidences on EM practices.

Furthermore, although the Jones and modified Jones model are popular models to detect earnings management, researchers argue that they need to be improved with respect to the following points: (a) time-series versus cross-sectional design, (b) balance sheet versus cash flow statement to calculate accruals, (c) the use of performance matching, and (d) linear versus non-linear models.

Bartov et al. (2000)\textsuperscript{447}, examining the association between discretionary accruals and audit qualifications, find that the Cross-sectional Jones Model and the Cross-sectional Modified-Jones Model to detect earnings management are superior to their time-series counterparts.

Hribar and Collins (2002)\textsuperscript{448}, examining the impact of measuring accruals as changes in successive balance sheet accounts as opposed to measuring them directly from the statement of cash-flows, argue that using the balance sheet approach to predict accruals leads to estimation errors when non-operating events occur, such as acquisitions and accounting changes.

Ball and Shivakumar (2006)\textsuperscript{449}, while investigating the role of accrual accounting in the asymmetrically timely recognition of unrealised gains and losses, argue that using linear models to predict accruals leads to poor results because they do not take into account the loss recognition asymmetry and, show that nonlinear models that incorporate timelier loss recognition (conservatism) explain more variation in accruals than linear specifications.

Philipps et al. (2003),\textsuperscript{450} while using the deferred tax expenses next to discretionary accruals to detect EM, find that these expenses are incrementally useful beyond total accruals and abnormal accruals derived from two Jones-type models in detecting earnings management to avoid a small loss or an earnings decline.

accruals, suggest that “[in stead of relying on …] sophisticated statistical techniques applied to large databases to try and offset […] informational disadvantage [that the researchers have in comparison to managers] […] a] potentially fruitful alternative […] may be to analyze financial statements in more detail, much as analysts do, in the hope of uncovering more convincing evidence about how and why managers exercise their accounting discretion.”

Ayers et al. (2006)\textsuperscript{452}, while investigating whether the association between discretionary accruals and beating earnings benchmarks hold for comparisons of groups segregated at other points in the distribution of earnings, changes in earnings and earnings surprises; find positive correlation between discretionary accruals and beating the earnings benchmark extends to other points (they call pseudo targets) in the distribution of both earnings and earnings changes, which means that a mere positive association between discretionary accruals and meeting or beating earnings targets is not sufficient to conclude that discretionary accruals detect EM.

Dechow et al. (2003)\textsuperscript{453} are of the view that, since both small profit firms and small loss firms show similar positive discretionary accruals, it is unlikely that they are the only explanation for the kink in the earnings’ distribution. They argue that researchers have to consider other explanations, such as real action to beat the benchmark and the effect of the denominator.

Sunder (1997)\textsuperscript{454} is of the view that some of the reasons behind weak and inconsistent empirical results on EM are: (a) use of unreliable empirical proxies for managed and unmanaged portions of earnings, (b) the tendency to focus on one accounting instrument of EM at a time, (3) a narrow interpretation of EM, and (4) managers’ incentives to hide activities related to EM.

There are also research on improving the analyses of EM by studying distribution of earnings as done by firms to manipulate earnings.

Durtschi and Easton (2005)\textsuperscript{455} suggests that the shape of earnings distribution is, in itself, not enough to evidence EM.

Jacob and Jorgensen (2007)\textsuperscript{456} support the findings of Burgstahler and Dichev (1997) that discontinuities around zero and prior year earnings in histograms of earnings are responsible for EM.

Lo (2008)\textsuperscript{457}, discussing some existing literature on EM particularly zeroing in on Ball and Shivakumar (2008), advocates for further research by taking different but complementary perspectives (crime scene investigator) for understanding EM better.

1.3.6. Summary of the Literature Review on Earnings Management

Various motivations to manage earnings arise from the managements’ efforts to achieve earnings targets and personal benefits (like incentives and enhance their personal reputations), and partly from pressures on management from inside (e.g., the BOD) and outside (e.g., capital markets) sources to enhance value of a firm and hence attract investments. Apart from the management, the auditors also are involved it, due to their concern about keeping their clients; however, the fall of Arthur Anderson in
the wake of Enron collapse, has put serious question marks on the credibility of auditing. We also saw that regulatory bodies and standard setters are also involved, albeit indirectly, in EM because of setting ‘market friendly’ standards as regards disclosures, reporting flexibility, etc. Customers, suppliers, competitors, the press, public interest groups, trade unions, governments, market analysts, investors, individual (share- and bond- holders and buyers) and institutional investors (like banks), academics and so forth are also involved in the process of EM. Thus, a whole spectrum of socio-economic actors and networks, with their ‘interests,’ are involved in the EM phenomenon. As Revsine (1991) has noted:

“[…] Financial reporting rules […] are often arbitrary, complicated and misleading. […] However,] the problem is not accidental, but in stead results from contrived and flexible reporting rules promulgated by standard setters who have been “captured” by the intended regulatees and others involved in the financial reporting process. […] Regulatees desire such rules because the resulting latitude allows them flexibility in depicting their performance. […] Interestingly, other participants – shareholders, auditors, standard setters/public policy makers, and even academics – frequently derive simultaneous benefits from these misrepresentations. […]”

1.4. The Stakeholders’ Profile in The Earnings Management Phenomenon

Now, let us segregate various stakeholders and their stakes, who are involved in EM. Depending on their varying degrees of proximity and magnitude of involvement in EM, they have varying levels of interests, needs, opportunities and (conflicting and collaborative) relationships in different EM activities. However, it is the management which is directly involved in EM, which bends/breaks accounting rules in order to meeting their own interests in the name of safeguarding the stakeholders’ interest.459

Various stakeholders in the EM process can be categorised into: management, gatekeepers or monitors and users.460 Management reports earnings to attract resources, users use earnings for decision making, and gatekeepers assigns the credibility and informational value of reported earnings.461 Management prepares the financial statement, which generally comprises of the CEO and managers.462 Gatekeepers are: the auditors who participate in the preparation of accounting reports, the Board that monitors management on behalf of the shareholders, and external agencies like analysts, investment bankers, credit agencies, press, institutional owners, and regulators.463 And, the users are: investors (shareholders and bondholders, and potential share and bond buyers), lenders, employees, customers, suppliers, competitors, regulators, buy-side analysts, sell-side analysts, present and potential competitors, intermediaries like brokers and underwriters, press, trade union, local community, public interest groups, among others.467
Managers who carry out EM is under the impression that markets are inefficient and investors are prone to cognitive biases. They manage earnings to minimise: social and political costs (e.g., minimising regulatory costs and taxation, environmental obligations), cost of capital (e.g., issuing new shares, minimising debt covenant violations); and maximise their compensation (bonus plan and stock options). The potential wealth transfers in these three cases are: between society and the firm in the first case, fund providers and the firm in the second and managers and the firm in the third. Apart from these economic motives, managers also use EM as a signalling mechanism to communicate with the other stakeholders, by either taking advantage out of information asymmetry or mitigating them by reporting fairly. Thus, for the management the potential gains from EM are: decreasing in cost of capital, signalling thereby retaining existing and attracting potential investors, keeping their jobs, managing their remunerations, respecting the debt covenants, easing regulatory investigations, minimising income tax, reducing the cost of shares in a management buy-out, improving relationships with creditors, employees and investors, stabilising dividends, minimising socio-political cost. The potential losses from detrimental EM are job terminations, reputation damages, and even convictions in felony and fraud charges.

Investors – (existing and potential) shareholders and bondholders – have different attitudes towards EM because they have different interests regarding wealth transfers. Initial shareholders want to increase their wealth. Existing shareholders want to increase market value of their shares. Controlling shareholders want to reduce cost of capital and volume of transactions. Some of the potential gains for existing non-controlling shareholders are to increase market values of shares and reduce the cost of transaction. Existing bondholders are interested to increase market values of their bonds and to control employee claims. Banks and financial institutions are interested in repayment of their loans. The potential negative aspects of EM for investors could be loss of confidence in the market in the case of controlling shareholders; ‘unjust’ wealth transfer from the new to the existing shareholders; ‘unjust’ wealth transfer from existing bond holders to actual shareholders; wealth of potential bondholders increases the value of actual bondholders, financial institutions lose their loaned money, to name a few.
Financial analysts issue recommendations and forecasts about firms’ earnings. They forecast the reported numbers including the effects of manipulations. Thus, they have their credibility and marketability at stake. Furthermore, if management does a ‘proper’ job in regards to manage earnings ‘prudently’ then their workload becomes less cumbersome.

Auditors have contradictory goals because they, on one hand, need to satisfy their clients; and at the same time have to audit properly to avoid loss of credibility in the market. In the post-SOX era, in principle, they have even more responsibilities.

The Board members gain the confidence of the shareholders to continue in the Board and also avoid legal litigations when EM adversely affects the firm’s prospects. At the same time, they also need to be sentient about the ‘right’ way of presenting firms’ financial and operational performance reports.

For the employees, EM can be important to keep their jobs and increase their remunerations. At the same time they need to be careful about negative consequences in the events of felonies and frauds.

Suppliers are concerned with keeping their clients.

Clients of the firm can look towards assured and continuous services and warranty.

Members of the regulatory bodies (like the SEC) could face public outcry and impeachment in the event of wrong-doings in the events when their statutes are responsible for EM excesses. For the government, EM related firm mismanagement can spell decreased tax collection and less jobs for the population; its popular standing may also be at stake if the consequences arising out of EM are far-reaching.

The local community and society as a whole can be affected by job prospects and production of wealth, which are linked to sound financial status of firms.

Electronic and mass media (or the press) could gain good public approval and increased circulation if it reports EM activities timely.

Public interest groups and trade unions could be interested in EM in order to safeguard interests of the employees in particular and society in general.

Academics can get kudos for theorising EM.

In a nutshell, the stakeholders in EM are very diverse, ranging from managers to the general public. And, second, EM is a dynamic phenomenon, involving inter- and intra-firm relationships, structural aspects of giving accounts (e.g., GAAP), evolving among various human motives (economic, social, cultural, ethical, etc.), to name a few.
We started this discussion by making a case for accounting as a vital means of showing firms’ accountability. By giving accounts in a timely and realistic manner, managers disseminate firms’ operational and financial information to various stakeholders to attract resources and, in the process effecting societal wellbeing. After this, we discussed AM with the idea that manipulating accounts is neither ‘good’ nor ‘bad’ intrinsically, but instrumentally – or, the way it is carried out. The role of AM is paramount to realistically present firms’ financial facts and figures, considering the uncertainties that are involved in the contemporary business world. However, to be realistic, it needs to be done prudently, following the tenets of the Smithian prudence that emphasise on taking care of the self-interest while being guided by conscience. Going further, we discussed various kinds of AM. While doing so, we zeroed in on the importance of earnings for firms to remain competitive in the market. Then we discussed what is EM and, why and how it is practised by undertaking an extensive literature review on it. EM is an intentional action, involving managerial discretions, having the purpose to achieve a desired goal which although looks to be organisational on its surface but has personal interests of the managers and other decision-makers of a company underneath it; and it is undertaken with the help of accounting techniques that may or may not be ethical and/or legal. We discussed that EM is of two types namely, accounting-based EM and real-activity-based EM; the former is undertaken using various flexibilities that are permitted by accounting statutes and guidelines (e.g., the GAAP) (e.g., by manipulating discretionary accruals to alter financial reports) and, the latter involves altering operational practices (e.g., underinvesting in R&D, advertising, employee training, etc.) that are used to achieve immediate benefits at the expense of future profits. EM is mainly carried using income smoothing and big-bath accounting. Here, let us be sentient about the point that many of the discussions that we have come across in the literatures on EM are based upon the tenets of neo-classical economics like cost and benefit analyses, rationality based on hedonism and self-utilty-maximisation, and so forth. The motivations behind EM have been primarily studied by embarking on the neo-classical version of rationality that treats people as Homo-Economicus, who reason their actions with the intention to protect and further their self-interest, and seek self-utility maximisation. (See Figure 1.2.)

Most of the research on (human) motivations behind EM is based on the neo-classical paradigm which considers people as Homo-Economicus – Wo/man is rational in the sense that s/he is self-interested and wants to maximise her/his self-utility. In real life, people behave in ways that violate rationality under these assumptions. As a result, we can come across various paradoxes in human behaviour concerning their theoretical underpinnings (because of biases and heuristics in decision-making), which has also led to many debatable issues in the field of management studies. These paradoxes arise because Homo Economicus is only “[… a]n […] approximation to Homo Sapiens [i.e., the Modern Man…],” and “[…] Homo Economicus will [ultimately] evolve into Homo Sapiens [i.e., wo/men in their totality]. […]”

It has been contended by Polanyi (1944) that the (modern) market has evolved from the concept of surplus production exchange that was the main mode of transaction in the erstwhile subsistent societies by those self-sufficing households who
produced extra. In this way, the market is embedded inside society and thus only a part of society.

“The outstanding discovery of recent historical and anthropological research is that man’s economy, as a rule, is submerged in his social relationships. He does not act so as to safeguard his individual interest in the possession of material goods; he acts so as to safeguard his social standing, his social claims, his social assets. He values material goods only in so far as they serve this end. Neither the process of production nor that of distribution is linked to specific economic interests attached to the possession of goods; but every single step in that process is geared to a number of social interests which eventually ensure that the required step to be taken. These interests will be very different in small hunting or fishing community from those in a vast despotic society, but in either case the economic system will be run on noneconomic motives.”

Furthermore, corporations, the economic organisations, are creations of man’s “[…] economic (social) action […]”478 (see: Figure 1.3); are embedded in society by various relationships, collaborations, partnerships, networks, and so on,479 and operate more as social (than economic) institutions. An individual as an organisational functionary is only a fractional-individual; along with acting as an economic agent, s/he is a holistic socio-economic actor having an array of (human) traits like, empathy, morality, compassion, benevolence, commitment, adventurousness, risk-taking-ness, malevolence, recklessness, greed, and the list goes on; which also very much present inside her/him even when s/he is inside the organisational boundaries. Thus, the
formal/organisational representation of wo/man, as done by the neo-classical thinkers, is, in itself, paradoxical.

“[…] From the standpoint of organization as a formal [economic] system, persons are viewed functionally, in respect to their roles, as participants in assigned segments of the cooperative system [that is the organisation]. But in fact individuals have a propensity to resist depersonalization, to spill over the boundaries of their segmentary roles, to participate as wholes. The formal systems […] cannot take account of the deviations thus introduced, and consequently break down as instruments of control when relied upon alone. The whole individual raises new problems for the organization, partly because he brings with him a set of established habits as well, perhaps, as commitment to special groups [e.g., her/his family] outside the organization.”

Keeping in mind that organisational functionaries do not act as *Homo-Economicus* but as *Homo-Sapiens*, on the virtue of a wide range of socio-economic traits; it is important to study organisational practices in their social circumstances along with economic contexts. And in this regards, EM is not an exception.

1.6. Raising the Curtains for the Next Chapter

“[…] Companies manage earnings when they ask: “How can we best report desired results?” rather than “How can we best report economic reality (the actual results)?”

Various discussions, debates and modelling endeavours concerning EM, as we saw, are primarily undertaken with the notion of wo/man as a *Homo-economicus*; wherein it is argued that people are rational in the neo-classical sense, who act to safeguard and further their self-interest and maximises self-utility. It is also argued that (rational in the neo-classical sense) organisational functionaries carry out EM in order to achieve some desired targets (i.e., meeting the earmarked accounting numbers);
however, they also are aware that other (rational in the neo-classical sense) market players are going to discount earnings that they project in their financial statements. This makes it a vicious cycle because even if earnings figures are ‘true,’ there is a concern (in an organisation) that the market is going to discount it too; which, in a sense, gives more motivations to manage earnings!

In the light of the aforesaid argument, Shivakumar (2000)\textsuperscript{482}, among others, is of the opinion that EM can result from the rational expectations of agents, whereby managers manage earnings as rationally responding to market’s mistrust towards reported earnings and subsequent discounting of firms’ values (in market); Fudenberg and Tirole (1995)\textsuperscript{483}, Arya \textit{et al.} (1998)\textsuperscript{484}, Christensen \textit{et al.} (2002)\textsuperscript{485} look at EM as rational equilibrium behaviour arising from the preparers’ dilemma about how the financial information will be used and thus prompting utility-maximising economic agents, like the managers, to manage earnings to safeguard their self-interests; Liang (2004)\textsuperscript{486} finds that EM facilitates efficient allocation of compensation risk across periods can arise from rational economic trade-offs between managers and stakeholders. In other words, it is ‘rational’ to manage earnings.

Although seeing people as rational agents (in the neo-classical sense) is considered as an important step forward in apparently making accounting a study with (sic) scientific rigour (mainly because it eases human-behaviour modelling endeavours); yet the introduction of neo-classical economics into accounting has led to the erosion of its accountability rigour. In this regards, Williams (2004)\textsuperscript{487} notes that accounting as a positivist economic science is one of the possible causes behind financial misrepresentations and frauds. Thus, along with the appearance of scientific rigour, neo-classical economics has distanced accounting from what it was originally meant for – an instrument of accountability. In the next chapter, we are going to undertake a critique on the neo-classical notion of rationality, debating it from the perspectives of psychology, sociology and economics, including the mainstream economics; in order to investigate the following: what it is to be rational?

\* \* \*
2. Rationality – A Critique from an Economic-Psycho-Sociological Perspective

‘[… T]he cause of the origin of a thing and its eventual utility, its actual employment and place in a system of purposes, are worlds apart; whatever exists, having somehow come into being, is again and again reinterpreted to new ends, taken over, transformed, and redirected by some power superior to it; all events in the organic world are a subduing, a becoming master, and all subduing and becoming master involves a fresh interpretation, an adaptation through which any previous “meaning” and “purpose” are necessarily obscured or even obliterated. […] To understand the demonstrable purpose, the utility of a thing, a form, or an institution, was also to understand the reason why it originated. […]’

As a research tradition, accounting is generally considered to be a science of rationality. There are eclectic points of view in this regards by the founders of social sciences, particularly of sociology and economics. According Max Weber, accounting is “[…] the prerequisite [of modern capitalism]” He “[…] considers accounting to be at the heart of the rationalization of society under capitalism […]” “[… He] reject[s […] the idea that capitalism was a matter of greed or acquisitiveness. Instead, he argue[s […], capitalism should be understood as the continuous pursuit of profit by means of ‘rational, capitalistic enterprise’ (Weber, 1930, p. 17). Economic action, according to him, is capitalistic in so far as it depends on an expectation of profit through the utilization of opportunities for exchange. And this ‘rational’ pursuit of profit require[s, […] as its counterpart[,] calculations in terms of capital […]” The rational endeavour of profit-making through the calculative practices of bookkeeping, according to Weber, is the crux of the capitalistic enterprise – the modern rational, formal organisation. Adam Smith was under the impression that accounting based on prudence – the main theme of Smithian rationality – in joint stock companies is difficult to accomplish, because “[… t]he directors of […] joint stock] companies, however, being the managers rather of other people’s money than of their own, it cannot well be expected that they should watch over it with the same anxious vigilance with which the partners in a private copartnery [i.e., corporation or joint stock company] frequently watch over their own. […]” Karl Marx identified the importance of book-keeping as an essential part of the capitalistic process; “[… i]n Volume II of Capital, where Marx deals with the costs of circulation, namely those associated with the transformations of the forms of capital from commodities into money, and from money into commodities, he addresses the issue of the labour-time expended in bookkeeping. A part of the variable capital has to be used, he argued, to ensure that the process of circulation can continue. Bookkeeping is depicted as a deduction from the productive process, albeit an essential part of the circulation process. The machinery of the office, which includes labour power, thus mirrors the movement of value through the productive process (Marx, 1974b, p. 136). In so far as capital seeks its own reproduction, this deduction from what Marx regards as the real process of production is an essential part of the capitalistic process […]” Georg Simmel looked at the ‘organisational man’ as living in “[…] money economy [that] has filled the days of so many people with weighing, calculating and numerical determinations with a reduction of qualitative values to quantitative ones […]” Moreover, he treated accounting as “[…] stand[ing] for a value without being one […]” thus, considered accounting as an rational, objective and inanimate endeavour. In this regards, he argued, “[…] Rationalisation […] is the desire to reduce everything to signs and formulae […] that leads from the immediate sensual type of apperception to the mediated intellectual type: the category of the qualitative is superseded by that of the quantitative, or – expressed in the language of art – the
symbol is displaced by the definition, by analysis. Emile Durkheim, while commenting on the swift transition from traditional to modern society (that is based on features like division of labour), opined, “[…] Profound changes have been produced in the structure of our societies in a very short time; they have been freed from the segmental type with a rapidity and in proportions such as have never before been seen in history. Accordingly, the morality which corresponds to this social type has regressed, but without another developing quickly enough to fill the ground that the first left vacant in our consciences. […]” On reflecting these words, we can find how farsighted they are with respect to the deterioration of corporate ethics in the recent past, and particularly the financial scandals that rocked the corporate world at the dawn of this millennium. Werner Sombart (1967) considers double-entry bookkeeping as an important, rational means of modern capitalism, through which “[…] possibilities and stimulants were created so that the ideas inherent in the capitalistic economic system could come to full development. […]” While contending that rationality is an offshoot of economic activity, Joseph Schumpeter said, “[…] Capitalism develops rationality and adds a new edge to it in two interconnected ways. First it exalts the monetary unit – not itself a creation of capitalism – into a unit of account. That is to say, capitalist practice turns the unit of money into a tool of rational cost-profit calculations, of which the towering monument is double-entry bookkeeping. […] We will notice that, primarily a product of the evolution of economic rationality, the cost-profit calculus in turn reacts upon that rationality; by crystallizing and defining numerically, it powerfully propels the logic of enterprise. […] Second, rising capitalism produced not only the mental attitude of modern science, the attitude that consists in asking certain questions and in going about answering them in certain way, but also the men and the means. […]”

One of the central features of all these arguments is that accounting has a role in the rationalisation process of society, including organisations. This, as we visualise, is due to the rationalising qualities (RQs) that accounting objects (AOs) are endowed with. (We argue that similar to the things and beings in the natural world which have qualities like physical, chemical, biological, etc., AOs have RQs). AOs, e.g., financial statements (FSs), accounting guideline statutes (AGSs, e.g., GAAP), audit reports, analysts’ forecasts, and so on, prepared by their methodologies, rules, do’s and don’ts, calculating procedures, numbers and figures, texts and footnotes, have RQs in them, which manifest when they come in contact with their users who reason their actions and make informative decisions as a result of using them. Also, by definition, accounting and AOs enable rational decision-making. accounting is a “[…] multifaceted activity which not only records and classifies information but also provides an input to the [rational] decision-making processes of enterprises […]”

“[…] Accounting [objects …] provide quantitative information, primarily financial in nature, about economic entities [one of the first stages of the rationalisation process] that is intended to be useful [one of the intermediate stages of the rationalisation process] in making economic decisions, in making reasoned choices among alternative courses of action [the latter stage of the rationalisation process].”

Here we encounter two issues: first, is accounting all about quantitative numbers and figures? And second, which kind/s of reasoning do AOs induce into decision-making? As regards the first, King (2006) notes that definitions of accounting that attempt to explain it as a strict economic phenomenon, concerned with mere quantitative aspects, are myopic. This is because many non-quantitative,
non-economic aspects are involved in accounting, say social and cultural values, that influence decision-makers in some way or other. However, the second problem, i.e., the kind/s of reasoning that accounting (information) infuse into decision-making, is not simple and straightforward, mainly because rationality itself is a complex. In this chapter, we are going to critique the neoclassicist’ notion of rationality (NNR), from the perspectives of sociology, psychology and economics, including mainstream economics.

The dominant school of thought in contemporary economics is the neoclassical paradigm, according to which rational wo/men are self-interested hedonists and utility maximisers. Reflecting on this, a couple of issues come to the fore. Are company decision-makers merely utility maximising hedonists? Or, are they some sorts of 'stimulus-response-reinforcement humanoids,' who respond to a stimuli, say accounting numbers, when they encounter them, make informed decisions to achieve desired results, reinforce the degrees of hedonism that they receive them, and rationalise their future behaviour based on this reinforcement? They have relevance in the context of accounting manipulations, as we saw in the last chapter. Since the 1980s when the importance of firm performance-related pay (e.g., bonuses and commissions) increased in the 1980s and continued in the 1990s, company decision-makers have increasingly behaving in ways that are self-interest fulfilling; as a result, there has been numerous high-profile white-collar crimes and corporate frauds that have taken place especially in the last two decades. In this regards, Williams (2004) notes that accounting as a positivist economic science is one of the possible causes behind financial misrepresentations and frauds and he goes on to add that accounting needs to be unshackled from the neo-classical economics in order to once again become what it was originally meant to be – a science of accountability.

“[… T]he crisis in the academy […], the crisis in accounting education […], and the crisis in practice epitomized by the Enron fiasco are interconnected. They are the result of the historical inter-connections of accounting practice, education and scholarship, and the questionable values that shaped their parallel developments. […T]hese accounting problems are really problems with Professional accountants and that recovering accounting as a worthy endeavor requires that intellectually we dissociate it from [the neo-classical paradigm …].”

Interestingly, the viewpoints of Cooper et al. (1981) also resonates this point, which says: strict (neoclassical) rationality based accounting is tantamount to “the technology of foolishness.”

Before delving further, let us discuss what is it to be rational, from a commonsense perspective. To be rational – having its roots in Middle English racional, from Anglo-French racionel from Latin rationalis – means to have the understanding relating to reasons. The history of rationality dates back to the days of the ancient Greeks. Several pre-Socratics like Plutarch and Porphyry opined that animals have a natural endowment of reason and intellect, and in this way they argued for the existence of rationality in animals. According to Aristotle, rationality refers to a person acting on the basis of reason, and exercising rationality is to act virtuously. This Aristotelian version of rationality is intimately related to the Socratic question: “[…] how one should live […],” which is not a trivial question, as Aristotle has discussed in the Nicomachean Ethics.
“The truth, however, in questions about action is judged from what we do and how we
live, since these are what control [the answers to such questions]. Hence we ought to
examine what has been said by applying it to what we do and how we live; and if it
harmonizes with what we do, we should accept it, but if it conflicts we should count it
[mere] words.”

In the context of accounting, Aristotle’s wisdom is important because he treats
rational actions as bearers of accountability towards others; we have already
discussed that through accounts-giving, organisations try to manifest their
accountability towards organisational stakeholders, and we also have deliberated that
accounting consists of rational activities. However, rationality, as we will see, is not a
simple and straightforward concept. Thus, the process of rationalisation needs to be
explored further.

“[…] Processes of rationalization should be addressed, as should the mythical, symbolic,
and ritualistic roles of accounting […]”

The notion of rationality has been debated from many perspectives. In this
chapter, we are going to look at it from an economic-psycho-social perspective. Why
we have chosen to undertake a (literature) review from this perspective is because we
are discussing (manipulative) earnings management, which is an economic activity,
being carried out by people having psyche and taking place in organisations that are
parts of society.

2.1. Rationality and Economics

“Economic models underlie accountants’ basic view of the world. What we try to
account for, what we leave out of our system, who we account for, how we think of
values and profits, how we think people act, and how we think the whole system
市场化 works are all derived from economic thought. […]”

“The neoclassical paradigm is a utilitarian, rationalist, and individualist paradigm. It sees
individual as seeking to maximize their utility, rationally choosing the best means to
serve their goals. They are the decision-making units; that is, they render their own
decisions. The coming together of these individuals in the competitive marketplace, far
from resulting in all-out conflict, is said to generate maximum efficiency and well-being.
The notion of a community, to the extent that it is included in this paradigm, is often seen
as a result of the aggregation of individual rational decisions. […]”

As we know neo-classical economics is the dominant school of thought in
contemporary accounting, which is based on rational (economic) decision-making.
However, NNR is simply tenable in the real-world.

“[…] The assumption of ‘rational behaviour’ plays a major part in modern economics.
Human beings are assumed to behave rationally, and given this special assumption,
characterizing rational behaviour is not, in this approach, ultimately different from
describing actual behaviour. […] However[,] it might not necessarily make sense to
assume that people would actually behave in the rational way characterized. […] The
coolly rational types may fill our text books, but the world is richer.”

Contemporary economics closely follows Lionel Robbin’s methodological
guidelines. According to Robbins (1932), economics is not concerned with
production, exchange, distribution, or consumption as such; instead, it entails the
means and ends of human action. It is “[…] the science which studies human behaviour as a relationship between ends and scarce means which have alternative uses […].”\textsuperscript{524} and “[…] the study of the allocation of scarce resources among unlimited and competing uses. […].”\textsuperscript{525} And as we know, contemporary economics is highly influenced by the neoclassical paradigm.\textsuperscript{526} Earlier neoclassical economists, notably Alfred Marshall and Vilfredo Pareto, strongly argued that economics should be concerned more with the deliberative and calculative aspects of human behaviour. In this regards, Marshall (1949) contended, “[… T]he side of life with which economics is especially concerned is that in which man’s conduct is most deliberate. […]”\textsuperscript{527} Pareto (1909 [1971]) considered “[…] economics as being concerned with ‘logical’ actions, namely those where means are logically related to ends. […].”\textsuperscript{528} Moreover, Pareto (1935)\textsuperscript{529} also argued for studying the “non-logical” actions from the sociological perspectives, along with the economic ones. Thus,

“[…] from both the Marshallian and the Paretian points of view [both neoclassicists], economics was not an all-encompassing social science. It was concerned with particular kinds of activities or behaviour [i.e., the economic kind].”\textsuperscript{530}

As regards the scope of economics, Marshall held the viewpoint that “[… e]conomics is a study of mankind in the ordinary business of life; it examines that part of individual and social action which is most closely connected with the attainment and with the use of the material requisite of wellbeing. […] Thus it is on the one side a study of wealth; and on the other, and more important side, a part of the study of man. For man’s character has been moulded by his every-day work, and the material resources which he thereby procures, more than by any other influence unless it be that of his religious ideals.”\textsuperscript{531} Furthermore, Crouch (1979) argued that “[…] a human being is a purposeful animal and the purpose is to maximize enjoyment of life. […]”\textsuperscript{532} Dyke (1981) supports this and contends, “[…] All actions are directed toward the gain of pleasure or the avoidance of pain. […]”\textsuperscript{533} (In economic analyses, happiness, satisfaction and pleasure are used as synonyms.\textsuperscript{534}) Here it is relevant to mention Jevons (1871), one of the early neoclassical economists, according to whom agents make choices in order to maximise their happiness.

“[…] The object of economics is to maximize happiness by purchasing pleasure, as it were, at the lowest cost of pain. […]”\textsuperscript{535}

Supporting hedonism as one of the main objective behind human behaviour and action, Mill (1836) argued that individuals act rationally in the pursuit of wealth creation, labour avoidance and pleasure-seeking.\textsuperscript{536} Moreover, Galt contended that “[… m]an has been called a rational being, but rationality is a matter of choice – and the alternative his nature offers him is: rational being or suicidal animal…. All that which is proper to the life of a rational being is the good; all that which destroys it is the evil…. By the grace of reality and the nature of life, man – every man – is an end in himself, he exists for his own sake, and the achievement of his own happiness is his highest moral purpose.”\textsuperscript{537}

According to Friedman (1953), rationality is one of the defining features of economics, especially neoclassical economics.\textsuperscript{538} However, to ascertain whether a behaviour is rational or not, is a contentious issue.\textsuperscript{539}
'…] Economics […] is founded on the rational man premise […] Even most non-“mainstream” economists who are uneasy with both the methods and conclusion of neoclassicism unhesitatingly adopt assumptions about human behavior that are increasingly questioned elsewhere […].'

Furthermore, the dictionary meaning and historical underpinnings of rationality, i.e., to be rational is to be logical and to use reasons while acting, differ from that of economists’, particularly neoclassical economists’, who define acts with motives to maximise one’s utility from her/his choice as rational, and not any other motivations.

‘[…] The term “rational” has long had in economics a much more specific meaning than its general dictionary signification of “agreeable to reason; not absurd, preposterous, extravagant, foolish, fanciful, or the like: intelligent, sensible.” As it is well known, the rational man of economics is a maximizer, who will settle for nothing than the best. […] It is this concept of rationality that is economics’ main export commodity in its trade with the other social sciences. It is no novelty in those sciences to propose that people behave rationally – if that term is taken in its broader dictionary sense. Assumptions of rationality are essential components of virtually all the sociological, psychological, political, and anthropological theories which I am familiar. What economics has to export then is not rationality, but a very particular and special form of it – the rationality of the utility maximizer, and a pretty smart one at that. […]'

‘[… T]he term “rational” has long had in economics a much more specific meaning than its general dictionary signification of “agreeable to reason; not absurd, preposterous, extravagant, foolish, fanciful, or the like: intelligent, sensible.” As it is well known, the rational man of economics is a maximizer, who will settle for nothing than the best. […] It is this concept of rationality that is economics’ main export commodity in its trade with the other social sciences. It is no novelty in those sciences to propose that people behave rationally – if that term is taken in its broader dictionary sense. Assumptions of rationality are essential components of virtually all the sociological, psychological, political, and anthropological theories which I am familiar. What economics has to export then is not rationality, but a very particular and special form of it – the rationality of the utility maximizer, and a pretty smart one at that. […]'

‘[… T]he term “rational” has long had in economics a much more specific meaning than its general dictionary signification of “agreeable to reason; not absurd, preposterous, extravagant, foolish, fanciful, or the like: intelligent, sensible.” As it is well known, the rational man of economics is a maximizer, who will settle for nothing than the best. […] It is this concept of rationality that is economics’ main export commodity in its trade with the other social sciences. It is no novelty in those sciences to propose that people behave rationally – if that term is taken in its broader dictionary sense. Assumptions of rationality are essential components of virtually all the sociological, psychological, political, and anthropological theories which I am familiar. What economics has to export then is not rationality, but a very particular and special form of it – the rationality of the utility maximizer, and a pretty smart one at that. […]'

However, there are arguments against utility maximisation as the key criterion of rationality, because there are umpteen instances when people do not meet this in the real-world.

Furthermore, it has been said that egoism and utilitarianism exhausts all possible alternatives of human motivation. In this regards, there are two predominant views that ascribe rationality to behaviour: internal consistency of choice and maximisation of self interest. The notion of internal consistency of choice comprises of axioms, e.g., the weak and strong axioms of revealed preference, which are “[…] “internal” to the choice function [representing individual choices by formalising maximisation problems wherein an individual makes choices from each feasible set of alternatives, which maximise her/his own preference relations] in the sense that they require correspondence between different parts of a choice function, without invoking anything outside choice (such as motivation, objectives, and substantive principles) […] But, internal consistency is not enough to regard an action as rational because, Sen (1987) notes, choice consistency “[…] must depend on the interpretation of those choices and on some features external to choice as such (e.g. the nature of our preferences, aims, values, motivations). […] Although it is argued that a person maximises her/his utility function, but] the person’s ‘utility function’ does not tell us that it is his or her utility in any independently defined sense (such as happiness or desire-fulfilment) that the person is in fact trying to maximize.” In this context, Becker (1976) and March (1978) argued that consistency is at best a necessary but not sufficient condition for rationality because consistency does not essentially entail reasoning or conscious decision-making.
Maximisation of self interest as an indicator of rationality is based on arguments like “[…] we live in a world of reasonably well-informed people acting intelligently in the pursuit of their self-interests […]”\textsuperscript{551}

“Adam, Adam, Adam Smith
Listen what I charge you with!
Didn’t you say
In a class one day
That selfishness was bound to pay?
Of all doctrines that was the Pith.
Wasn’t it, wasn’t it, wasn’t it, Smith? […]”\textsuperscript{552}

However, Sen (1987) looks at the neoclassicists’ narrower versions on rationality as illogical and impractical.

“[…] It may not be quite as absurd to argue that people always \emph{actually} do maximize their self-interest, as it is to argue that \emph{rationality} must invariably demand maximization of self-interest. Universal selfishness as \emph{actuality} may well be false, but universal selfishness as a requirement of \emph{rationality} is patently absurd […]”\textsuperscript{553}

In this regards, reflecting on Adam Smith’s works, he contends that economists oftentimes misrepresent the Smithian prudence and defines rationality in terms of exclusive motivations like that of maximising utility.

“[…] While many admirers of [Adam] Smith do not seem to have gone beyond this bit about the butcher and the brewer, a reading of even this passage [concerning the butcher-brewer-baker illustration] would indicate that what Smith is doing here is to specify why and how normal transactions in the market are carried out, and why and how division of labour works, which is the subject of the chapter in which the quoted passage occurs. But the fact that Smith noted that mutually advantageous trades are very common does not indicate at all that he thought self-love alone, or indeed prudence broadly construed, could be adequate for a good society. Indeed, he maintained precisely the opposite. He did not rest economic salvation on some unique motivation.”\textsuperscript{554}

These nuances of narrowing down of otherwise broader views about human motivations, according to Sen (1987), have distanced economics from studying other important aspects concerning human behaviour, e.g., morality and ethics. This, he argues, is a paradox because economics, since Aristotle, among other things, was envisioned as a branch of ethics and, moreover, the father of modern economics Adam Smith was a Professor of Moral Philosophy at the University of Glasgow.\textsuperscript{555}

Moving further, according to Tilly and Tilly (1998), there are three broad perspectives concerning people that have dominated the theoretical landscape of economics: neoclassical, Marxist, and institutionalist.\textsuperscript{556} The neoclassical view (of economics), however, “[…] play[s] a key role in major theories in all contemporary social sciences […]”,\textsuperscript{557} which is based on rational, optimising, laboratory simulated human behaviour.\textsuperscript{558}

“Neoclassical theorists approach work with a startling degree of naturalism. According to this view, \emph{homo sapiens} is \emph{homo economicus}. Rational maximizing economic behavior has been characteristic through out history […]”\textsuperscript{559}
In other words, the neoclassical economists mainly study rationality by analysing how individuals formulate their utility levels and try to maximise their payoffs. Going by them, it seems that a rational agent is a sort of ‘calculative’ person.

2.1.1. Calculability and Rationality

Noyes (1948) argued that one of the main characteristics of rationality is the agent’s capacity to calculate the consequences of her/his decisions – the ability to calculate means towards an end and vice versa, also known as “instrumental rationality.” Thus, economic calculation has an important connection with rational behaviour. The neoclassicists primarily treat rationality as calculable, which is based on their all-inclusive, mono- or single attribute oriented utility function aimed at maximising hedonism; they undertake this from three vantage points, namely: “[… first,] pleasure of self, […] second[,] the satisfaction the actor gains from his or her own consumption as well as that of others […] that includes satisfactions derived out of benevolent acts[,] and [third,] discharging community minded duties […] which] sometimes [is] referred to as the interdependent utility […] i.e.,] utility as a formal attribute, a common denominator, according to which all specific quests for satisfaction can be ranked [using mathematical tools …]” Thus, the ability to calculate in order to maximise one’s utility is considered important in rational actions.

2.1.1.1. Utility Maximisation and Rationality

‘[… The neoclassical paradigm assumes that people seeks to “maximize” one utility […] identified as the individual’s pleasure or interests […]’

The concept of utility is widely used in neoclassical economics. It, in economics, is considered as a measure of the relative satisfaction and/or gratification from the consumption of goods and services. Moreover, the utility they derive from them may be real, abstract, even nothing. It is believed that Jeremy Bentham developed the concept of utility in the 18th century, which is characterised as “[…] narrowly self-oriented and straightforwardly hedonistic […]” Myerson (1991) argues that a rational decision-maker should make decisions consistently in pursuit of his own objectives – the objective of always choosing the option that maximises his expected utility or payoff that is measured on a utility scale.

Since the time of Bentham, the concept of utility has undergone many changes. Of all, in contemporary economics, the cardinal and ordinal conceptions of utility are important. By cardinal utility, the magnitude of utility differences is treated as an ethically or behaviourally significant quantity; on the other hand, ordinal utility captures only ranking and not strength of preferences. However, since the work of Vilfred Pareto (1916), neoclassical economics has treated utility as an ordinal concept, retreated from using cardinal utility functions as the basic objects of economic analysis, and, in the process, favoured considering agent preferences over choice sets. Notwithstanding, as Little (1950) has noted, utility in the real-world, has little or no meaning.

“[…] T]he important word ‘utility’ has undergone […] a [sea] change. For Bentham ‘utility’ referred to some power in objects to create satisfaction in people. With Marshall and Pigou it was roughly equivalent to ‘desiredness’. It was a relation between men and things, although, strictly speaking, maximization of utility could only mean
maximization of anticipated satisfaction. But nowadays economists talk of cardinal and ordinal utility systems. In such statements the word ‘utility’ does not refer to any power in objects or any real relation. It need not refer to anything. A cardinal utility system is an abstract system in which ‘utilities’ are subject to the operations of addition and multiplication. In ordinal utility systems these processes are excluded.”$^{571}$

So much so that Samuelson (1983) sees utility as an “[…] empty convention […] and as] meaningless in any operational, empirical sense. […]”$^{572}$ However, utility is an important factor at least in the neoclassical paradigm, and many of its theories and axioms as based on utility.

As per the expected utility (EU) theory, “[…] each person’s preferences may be represented by a utility function defined on the domain of alternatives. […]”$^{573}$ It studies preferences, concerning uncertainty, taking into account: (mathematical) relation among the size of payoffs, the probability of their occurrences, factors concerning risk aversion factors, and the different degrees of utility that people (with different assets or personal preferences) attach to the same payoff.$^{574}$ Bernoulli (1738)$^{575}$ is credited with the theorisation of EU and von Neumann and Morgenstern (1944)$^{576}$ with its axiomatisation. Von Neumann and Morgenstern’s (1944) arguments on full rationality are based on the assumption that a rational preference is one that satisfies mathematical conditions like completeness, transitivity and so on; and that von Neumann-Morgenstern EU functions can represent every preference relation over a finite set of events. According to this theory, a rational agent is one who chooses an action to maximise the von Neumann-Morgenstern EU function. $^{577}$ Another formalisation attempt as regards utility is the “Subjective Expected Utility” (SEU),$^{578}$ developed by Savage (1954);$^{579}$ which takes into account a utility function and its subjective probability distribution. In the case of SEU, agents maximise the expected value of a utility function based on her/his degree of belief about the uncertainties of an outcome and/or proposition.

However, Nau (2007)$^{580}$, among others, have criticised these theoretical models because they mainly emphasise on normative requirements like behavioural consistencies, and not describe the ‘actual’ decision-making in the real-world. For example, O’Donoghue and Rabin (2005)$^{581}$ argue that the existence of heterogeneous actors limits the effectiveness of the representative agent models like the EU and the SEU. Simon (1955$^{582}$, 1961) proposed the concept of bounded rationality because although agents are “[…] intendedly rational, but only limitedly so [….]”$^{583}$

The notions of EU and SEU have also been criticised as regards traditional economic activities. For example, there are interesting debates in the context of gift-giving. On the one hand, defending the neoclassicists, Lipsey and Steiner (1975) note that “[… in neoclassical economics, i]ndividuals are assumed to be narrowly selfish and devoid of any altruistic motives. This is not so. If, for example, the individual derives utility from giving his money away to others, this can be incorporated into the [economic] analysis, and the marginal utility that he gets from a dollar given away can be compared with the marginal utility that he gets from a dollar spent on himself [….]”$^{584}$ On the other hand, Boulding (1981) criticises neoclassicists’ analyses that do not treat a gift as an instance of altruism or fellow-feeling but only having “interdependent utility,” i.e., a giver’s utility rises when s/he perceives the receiver’s consumption of her/his gift.$^{585}$ In other words, the views concerning people as utility maximising agents, do not take into consideration other factors that are relevant as
well as important in preference formation. And, their inapplicability to the real-world makes them merely tautological and trivial. As Stigler (1966) has commented, “[…] a reason, we would be saying, can always be found for whatever we observe man to do […] and this] turn[s] utility into a tautology […].” Moreover, according to Bowie and Simon (1977):

“[…] In classical view, […] an agent] is a satisfaction maximizer, i.e., he is a rational egoist. […] This assumption is so obviously contrary to the fact that economists have turned it into a tautology. Any […] agency behavior is by definition an attempt to maximize satisfaction. […] In this sense, theorising agency behaviour has become] utterly trivial […]”

Utility maximisation is also a debatable issue in welfare economics. Bentham argued that welfare improves when the greatest good is secured for the greatest number of people – utilitarianism. Thus, following utilitarianism, welfare of an economy is measured by aggregating the utilities of the individuals in the economy. Pareto argued that any change that makes at least one individual better off and no one worse off, is an improvement in social welfare; i.e., a situation is efficient or optimal if it is impossible to make one person better off except by making someone else worse off. Bergson (1938) developed a social welfare function analogous to consumers’ utility function, which ranks alternative situations in which different individuals enjoy different utility; he claimed that such an approach helps to examine the conditions of social welfare maximisation. Even in regards to ethicality of actions, “[… w]elfarism is [of] the view that the only things of intrinsic value for ethical calculation and evaluation of states of affairs are individual utilities. […]”

However, there are arguments against such utilitarianism based arguments that claim that personal wellbeing is best represented by utility. For example, Hicks and Kaldor’s (1939) Kaldor-Hicks efficiency (potential Pareto superiority) proposes that if gains by virtue of a change can compensate the losers in the process of the change, then it constitutes an improvement in social welfare. In some situations, especially in situations involving ethical calculations as proposed by Sen (1985a), a person can be seen “[…] from two different perspectives, viz., well-being and agency, neither of which can subsume the other […]”

“People have aspects other than well-being. Not all their activities are aimed at maximizing well-being (nor do their activities always contribute to it), no matter how broadly we define well-being within the limits of that general concept. There are goals other than well-being, and values other than goals […] It can be argued that something so central to human life – indeed to out being persons – cannot fail to be intrinsically relevant to moral analysis.”

Building on this, Sen (1985a) argues that as a result of the interaction between agency and wellbeing, we can see undertakings like commitment or allegiance to groups, which would otherwise be absent.

“[…] The well-being aspect of a person] covers the person’s achievements and opportunities in the context of his or her personal advantage, whereas […] the agency aspect of a person] goes further and examines achievements and opportunities in terms of other objectives and values as well, possibly going well beyond the pursuit of one’s own well-being […] and] pays more complete attention to the person as a doer. The distinction does not, of course, entail that a person’s agency is independent of his or her well-being […] The utilitarian treatment of the person suffers from a failure to distinguish between
these different aspects, and from trying to motivate normative evaluation on the basis of
the well-being aspect alone."

"[…] The basic link between choice behavior and welfare achievements in the traditional
[economic man] models is severed as soon as commitment is admitted as an ingredient of
choice."

The importance of agency and wellbeing is lost, according to Sen (1987), in models
exclusively built on self-interest and utility maximisation assumptions, i.e., a person’s
agency must be entirely devoted to his own wellbeing; once self-interest centred
motivation behind human action is removed from such models, it becomes possible to
recognise the indisputable fact that a person’s agency, as a matter of fact, can be
directed towards goals that are not exclusively concerned with her/his own wellbeing.

"[…] On the one hand, utility addresses well-being, but on the other it ignores] the agency
aspect, or actually fails to distinguish between the agency aspect and the well-being
aspect altogether, something of real importance is lost."

Moreover, self-wellbeing is only one part of the totality of the human nature, and the
people who strictly calculate how to maximise their utilities may be termed, according to Sen (1977e), as “rational fools.”

‘[…] A person described [through economic theory of utility, which relates to the theory
of rational behaviour] may be “rational” in the limited sense of revealing no
inconsistencies in his choice behavior, but if he has no use for these distinctions between
quite different concepts, he must be a bit of a fool. The purely economic man is indeed
close to being a social moron. Economic theory has been much preoccupied with this
rational fool decked in the glory of his one all-purpose preference ordering. To make
room for the different concepts related to his behavior we need a more elaborate
structure.’

2.1.1.2. Preference Ranking and Rationality

By preference, economists refer to choosing between alternatives and the possibility
of ranking them on the basis of utilities they provide. Neoclassical analyses assume
that preferences, that make up a person’s utility function, are relatively stable and
logically consistent. In this regards, Pareto (1909) and, Hicks and Allen (1934) argued that agents who can consistently rank various choice alternatives are rational.

As Tobin (1971) has noted:

‘[…] Economic theory is usually predicted on the premise that, given their schedules of
preferences for goods and services and leisure, individuals behave consistently and
“rationally.” […]’

Economists consider reflexivity, transitivity, completeness and continuity as the
necessary and sufficient conditions for agents to perform preference ranking. According to Pareto (1909), for example, “[… a]mong the infinite number of systems
of indices [for rationality] which we can have, we must retain only those which have
the following property, namely, that if in passing from I to II the man experiences
more pleasure than in passing from II to III, the difference between the indices of I
and II is greater than the difference between the indices of II and of III […]”

Walsh (1970), Hirshleifer (1976), Alchian and Allen (1977), among others, are
of the view that utility is nothing but individual’s preference rankings. According to
Hirshleifer (1976), “[...] What modern economists call ‘utility’ reflects nothing more than the rank ordering of preference [...]”

However, rationality based on individual preferences in general and preference ranking in particular, is not free from criticisms. According to Etzioni (1988), the neoclassicists do not account for the formation of preferences. Sen (1994) argues that, in stead of preference per se, behaviours are “menu-dependent.”

“[... Many social behaviours involve] more complex considerations of ethics and epistemology [...] and payoffs are evaluated from] not just the actual outcomes [...] that will emerge, but also the anticipated [...] alternative outcomes [...] – “the opportunity set” or “the menu,” which the person reckons she can have through different choices of her strategy (given her presumptions about the other’s behavior)[, i.e., the “form of individual preference].”

Furthermore, Sen (1994) contends that preference has two components: choice-salient and wellbeing centred; the former accounts for an individual’s choice as maximising his goal (an objective function) based on her/his preference ordering and the latter payoffs from it (gain and benefits arising out of preference ordering). Although many fundamental theorems of economics, e.g., the “fundamental theorem of welfare economics,” assume them to be the same, Sen (1994) notes that they are different.

“A divergence between choice and well-being can easily arise when behavior is influenced by some motivation other than the pursuit of one’s own interest or welfare (e.g., through a sense of commitment or respect for duty). [...] Can people have reason to act other than the extent to which their own well-being is directly or indirectly enhanced by it? [...]”

According to Sen (1977e, 2005), in the case of commitment or “[...] a sense of obligation going beyond the consequences [...],” we can see the relevance of both these components, in the case of which agents do not try to maximise only the immediate consequences of their action. Thus, preference ranking is not a simple and straightforward act, involving some mundane and mechanical calculations that the neoclassicists deem it to be.

Tilly and Tilly (1998) note that preference ranking is problematic, from two aspects. One, that various theories of neoclassical economics assume that individual preferences “[...] are determined outside the economy, and thus outside the world of work [...]” And second, that “[...] the neoclassical firm – the key economic unit other than individual consumers or workers – acts single-mindedly to maximise the owner’s or stockholders’ profits. [...]” Looking at the first, if preferences are shaped outside work and choices arising out of them are consistent, then why do organisations spend money for employee motivation programmes?

2.1.2. Rational Choice Theory and Rationality

“[... Rationality is] the discipline of subjecting one’s choices – of actions as well as of objectives, values and priorities – to reasoned scrutiny. Rather that defining rationality in terms of some formulaic conditions [...] such as satisfying some presuppecified axioms of “internal consistency of choice,” or being in conformity with “intelligent pursuit of self-interest,” or being some variant of maximising behaviour [...] rationality is [...] the need to subject one’s choices to the demands of reason.”
According to Rational Choice Theory (RCT), also known as social exchange theory, rational agents reason before deciding by undertaking costs-benefits analyses, in order to maximise their utilities. It also involves consistency in preferences and choices, as noted by Becker and Murphy (1988), i.e., “[…] rational […] agents maximize utility from stable preferences as they try to anticipate [and calculate] the future consequences of their choices. […]”

According to Savage (1954) and Thompson (1967), a rational choice entails two kinds of calculative guesses: future consequences of current actions and future preferences for those consequences. However, as March (1978) has argued, these evaluations are problematic because of the presence of (future) uncertainties.

“[…] Theories of rational choice are primarily theories of these two guesses and how we deal with their complications. Theories of choice under uncertainty emphasize the complications of guessing future consequences. Theories of choice under conflict or ambiguity emphasize the complications of guessing future preferences.”

Apart from contextual ambiguities, Simon (1955, 1957) also has criticised the RCT on the basis that traditional choice rationalisation ignores or simply discounts cognitive limitations and biases.

“[…] The RCT [Rational Choice Theory] assumption requires actors to infer facts about the world by applying principles of deductive logic that make use of all known, relevant information, and the complete ordering of their preferences. […]”

2.1.2.1. Revealed Preference Theory and Rationality

Attempting to make decision-making more objective (and rational), Samuelson (1947) postulated the Revealed Preference Theory (RPT), which has been discussed and further enriched by Houthakker (1950), Little (1957), Sen (1971, 1973), among others. One of the fundamental assumptions behind RPT is that individuals do reveal their real preferences through their actual choices. Thus, according to the RPT, as agents’ preferences are revealed as a result of their choices, so that it is possible to determine the best possible strategy for them. In the RPT, utility maximisation and observed choice are treated synonymously. This practice of analysing behaviour is not only adopted in economics, but also in other branches of social sciences.

‘[… In the revealed preference approach a] person’s choices are considered “rational” […] if and only if these choices can all be explained in terms of some preference relation consistent with the revealed preference definition, that is, if all his choices can be explained as the choosing of “most preferred” alternatives with respect to a postulated preference relation […]”

However, Robertson (1952) criticised the RPT because of its methodological styles to model human behaviour entailing inferences, speculations and constructions.

“[…] The logicians and behaviorists, having tasted the blood of cardinal utility, were spurred to fresh efforts of purgation, which have resulted […] in the development of the doctrine of ‘revealed preference.’ Dare I [Robertson] confess that when I first heard this term […] I thought that perhaps to some latter-day saint, in some new Patmos off the coast of Massachusetts, the final solution of all these mysteries had been revealed in a new apocalypse? But alas! it does not mean that; all it means is that we are to construct
an account of the consumer’s behavior simply by observing, or rather imagining
ourselves to observe, all the acts of choice which he performs in the market, without
making any assumption about what goes on in his mind when he makes them […]\(^{n36}\)

Sen (1973) also criticises the RPT on similar grounds.

“[…] The thrust of the revealed preference approach has been to undermine thinking as a
method of self-knowledge and talking as a method of knowing about others. In this[,...]
we have been prone, on the one hand, to overstate the difficulties of introspection and
communication, and on the other, to underestimate the problems of studying preferences
revealed by observed behaviour.”\(^{n37}\)

However, it seems that Samuelson was aware of such concerns, as he had said the
following:

“[... T]he individual guinea-pig, by his market behaviour, reveals his preference patterns
– if there is such a consistent pattern […]”\(^{n38}\)

“If there is such a consistent pattern” is the catch phrase!

Another line of argument against RPT comes from the fact that a choice may
have many latent considerations and compromises. In this regards, Sen (1973) argues
that “[... p]eople may be induced by social codes of behaviour to act as if they have
different preferences from what they really have [...]”\(^{n39}\). According to him, acts like
sympathy and commitment are interesting as regards revealed preferences. While
sympathy may arise from someone’s concern for others directly affecting her/his
welfare; commitment, usually closely connected to a person’s morals, involves
actions that yield lower expected welfare than other alternatives. Thus, in such kinds
of acts, revealed preference may not reveal anything at all. For instance, Sen (1977e)
argues that “[... commitment does involve [...] a] counterpreferential choice,
destroying the crucial assumption that a chosen alternative must be better than (or at
least as good as) the others for the person choosing it [...]”\(^{n40}\). In a similar vein, Fox
(1974) claims that commitment indeed plays a pivotal role in work motivations,
societal relations and cultures.\(^{n41}\) In other words, factors like moral guidelines,
professional compulsions, societal norms, etc. can influence choice, over and above
self-welfare motivations.

“[In what is called “rational choice theory” (a misleading name, since it takes such a puny
view of reason and rationality), the focus is on characterizing rationality of choice as
maximization of self-interest. [...] The incorporation of one’s “self” in reasoned choices
can be a very difficult issue, since considerations of one’s own “self” may enter the
calculations involved in quite different ways (not merely in terms of what can be seen as
one’s own “interest”). [...]”\(^{n42}\)

As Sen (1977e) has quipped, “[... To run an organization entirely on incentives to
personal gain is pretty much a hopeless task.”\(^{n43}\)

As regards empirical studies, Kagel et al. (1975) argue that interpretations of
their are difficult on the basis of only observing individual choices, even while
undertaking experiments under extremely simplified and controlled conditions.\(^{n44}\) The
RPT is also criticised on the basis of the real-world behavioural patterns like
“preference reversals,”\(^{n45}\) that reveals that economically irrelevant framings change
choices, even in straightforward choice options.\(^{n46}\) To explain anomalies as regards
RPT, there are attempts to consider preferences as emergent, not predetermined, phenomena. For instance, according to Thaler and Shefrin (1981), “[...] the individual at a point in time is assumed to be both a farsighted planner and a myopic doer. [...] S/he has] two sets of preferences that are in conflict at a single point in time [...] as if s/he is] a two-self economic [wo/man [...]”[647] However, Etzioni (1988) argues that they need to explain it further because “[...] although they have argued that a] person has to be viewed as an organization that consists of a planner and a doer; the doer is completely selfish and myopic; and the planner is concerned with a lifetime utility – a concept that is not further explained.”[648] Similar attempts to regard choices as involving multiple-purposes have been discussed by Siegel et al. (1964)[649], Ofshe and Ofshe (1970)[650], Alhadeff (1982)[651], Margolis (1982)[652], Lindenberg (1983)[653], among others. In this context, Etzioni (1988) opines that “[...] many neoclassicists [...] do not deny that there are some truly [...] other than self-interest] elements [in our choices [...]”[654] According to Sen (1977), we need to transcend the narrow version of rationality as generally assumed in the neoclassical economics in order to capture the richness and realness of the human being.

“[...] A structure is not, of course, a theory, and alternative theories can be formulated using this structure. [...] The structure demands much more information than is yielded by the observation of people’s actual choices [...] It gives a role to introspection and communication [...] It [...] illustrate[s] that once we give up the assumption that observing choices is the only source of data on welfare, a whole new world opens up, liberating us from the informational shackles of traditional approach.”[655]

“[...] A more fruitful approach [to study human behaviour] may lie in permitting the possibility that the person is more sophisticated than the theory allows [...]”[656]

2.1.3. Self Interest and Rationality

“[...] The first principle of Economics [...] is that every agent is actuated only by self-interest. [...]”[657]

Self-interest has a fundamental role in theorising neoclassical economics; i.e., people, first and foremost, are selfish is its dominating assumption. The view that agents are actuated only by self interest was pioneered by Edgeworth (1881), which is a dominant assumption in various neoclassical economics modelling efforts.[658] The neoclassicists refer to Adam Smith’s butcher-brewer-baker illustration in order to justify this. However, as Witztum (2005) has argued, it is a mistake to infer that Smith in this illustration, meant that agents are inherently self-interested utility maximisers;[659] all that Smith referred to is that we need to be aware that everyone has a ‘self.’ It also has been erroneously assumed that Adam Smith’s notion of prudence is self-interest or self-love. On the contrary, the Smithian prudence (SP) is much broader in scope, which, by and large, refers to actions governed by conscience and self-command (that restrains an agent from acting in a self-centric manner even if s/he has the perfect knowledge), observes Sen (1986b).

“[...] It is not strictly accurate to identify ‘prudence’ with ‘self interest’. In fact, [Adam] Smith saw prudence as ‘the union of’ the two qualities of ‘reason and understanding’ on the one hand, and ‘self-command’ on the other [...] the latter being the Stoic concept of which Smith makes much use [...]. In Smithian view, s]elf-interest and self-love form a substantially narrower motivation than prudence.”[660]
In *The Theory of Moral Sentiments*, Smith has argued that inside every person, a moral being is juxtaposed with a rational agent. "How selfish soever man may be supposed, there are evidently some principles in his nature which interest him in the fortune of others and render their happiness necessary to him though he derives nothing from it except the pleasure of seeing it [...]"

As pointed out by Sen (1987), the following quote in Smith’s *An Inquiry Into the Nature and Causes of the Wealth of Nations*, which oftentimes has been quoted *outside* of its context, where the wo/man is portrayed *as if* s/he predominantly is a self-interested utility maximising (rational) agent, is the root cause of mistaking prudence for self-interest.

"[...] ‘It is not from the benevolence of the butcher, the brewer, or the baker, that we expect our dinner, but from their regard to their own interest. We address ourselves, not to their humanity but to their self-love, and never talk to them of our own necessities but of their advantages [...]’"

And in the process, Sen (1987) contends, actual human action is frequently taken to be based *solely* on self-interest by many, if not most, economists.

While studying behaviour, the neoclassicists assess actions from their consequences, evaluate the ends rather than the means, consider only those consequences that have relevance with someone’s self-interest and leaves aside the rest; which, as Sen (1977e) contends, can be challenged on the basis of the dictionary meaning of rationality that stands for "[...] the power of being able to exercise one’s reasons [...]"

Moreover, according to McPherson (1984a), modelling behaviour on the basis of self-interest is also at odds with real-world happenings.

"[...] What is odd [with neoclassical economics […] is the desire to derive everything from self-interest as if that were a natural or necessary starting point. It is a peculiar feature of the sociology of the present-day economics profession that this odd ambition should be so prevalent [...]"

Interestingly, Sen (1977e) quips that analysing human choices like the neoclassicists do will make every action, whatsoever, as having self-interest in it.

"[...] It is possible to define a person’s interest in such a way that no matter what he does he can be seen to be furthering his own interests in every isolated act of choice [...]"

In line with Adam Smith, Amartya Sen like mainstream economists, are of the view that self-interest is a *multifaceted* concept. Discussing its role on preferences and choices, Sen (1995) distinguishes three components of private behaviour: self-centred welfare (i.e., a person’s welfare depends only on her/his own consumption), self-welfare goals (i.e., her/his only goal is to maximise her/his own welfare), and self-goal choice (i.e., her/his choices must be based on the pursuit of her/his own goals). According to Sen (1985), while the former two have been widely referred to and used by economists, self-goal choice has received less attention. However, it is an important component in human behaviour, Sen (1985) contends; for example, a person may select a goal considering priorities of others which may be due to rule- or norm-based conduct, communal commitments, her/his disposition to cooperate, and so on; hence s/he may systematically depart from self-seeking ends.
“The feature that is hardest to deal with is that of self-goal choice. Indeed, that a person can be expected to choose whichever alternative course of action is best suited to serve his or her goals (including moral objectives, if any), given other things on which he or she has no control (including the choices of others), might seem to be entirely reasonable – perhaps even unexceptionable [. . . For example] the use of self-goal choice on the part of a community of people with diverse goals may lead to each person’s goals being less fulfilled than they would have been had the persons followed a different rule of behaviour [. . . as in issues concerning] social conduct.”

Sen (2002) further discusses about another important aspect of private behaviour – individual reasoning and self-scrutiny, i.e., “[. . . a] person is not only an entity that can enjoy one’s own consumption, experience and appreciate one’s welfare, and have one’s goal, but also an entity that can examine one’s values and objectives and choose in the light of those values and objectives [. . .] We can ask what we want to do and how, and in that context also examine what we should want and how. We might or might not be much moved by moral concerns or by social reasons, but neither are we prohibited from entertaining these questions, in shaping our values and if necessary revising our objectives in that light.”

This component of private behaviour, as we can see, is based on Smithian prudence, whereby an agent acts under self-command, and sacrifices her/his own utility for the sake of others, e.g., as in cooperative acts.

“The nature of man in [. . .] current economic models continues [. . .] to reflect the particular formulation of certain general philosophical questions posed in the past [by modelling him as a self-seeking egoist]. The realism of the chosen conception of man is simply not a part of this inquiry.”

Occurrences of cooperation in the real-world, even in the instances where cooperation is normally not expected, challenge the neoclassicist’ notion of rationality (NNR). “[. . . C]ooperation is often found even in non-repeated games [. . . and] in one-off real-life situations. It could, of course, be the case that the real goals of a person are not the ones that they believe they are trying to maximize. But it is also possible that people clearly understand their goals, wish to maximize them, but nevertheless take note of other people’s goals, due to a recognition of the nature of mutual interdependence of the achievements of different people in [. . . different] situations [. . .]”

Here, Sen (1987) views human behaviour as ultimately a social matter, and opines that agents “[. . .] thinking in terms of what ‘we’ should do, or what should be ‘our’ strategy, may reflect a sense of identity involving recognition of other people’s goals and the mutual interdependencies involved. Even though other people’s goals may not be incorporated in one’s own goals, the recognition of interdependence may suggest following certain rules of behaviour, which are not necessarily of intrinsic value, but which are of great instrumental importance in the enhancement of the respective goals of the members of that group.”

Moreover, he refers to Adam Smith who also has pointed out, among other things, the instrumental importance of rules of conduct in human action: “[. . .] ‘Those general rules of conduct, when they have been fixed in our mind by habitual reflection, are of greater use in correcting misrepresentation of self-love concerning what is fit and proper to be done in our particular situation’ [. . .]”

Thus, Sen’s interpretation of Smith conveys that to cooperate is also an important part of behaviour, ignored by the NNR.

“[. . .] The central point is to give fuller recognition to the “instrumental” role of behavior in achieving results in a society – a role that cannot be captured in the standard characterization of rationality.”
Furthermore, we can also find nuances of complex activities and situations such as “[...] pursuing industrial relations, achieving productivity within enterprise, and a variety of other economic exercises [...] where] behaviour [based on rules of conduct] may well be important [...]”674 Thus, Sen (1987) contends that externalities like sympathy and commitment may have to be considered as rational actions and incorporated into economic analyses, in stead of ascribing rationality mainly to actions that are strictly self-interest motivated.679,680 Here, it is pertinent to ponder over the 2008 Global Financial Meltdown, which is a rebuttal to various models that take self-interest into consideration in its narrower interpretations.

“The most compelling rebuttal of the rational model, paradoxically, was delivered by the ultimate rationalist, Alan Greenspan. “I made a mistake in presuming that the self-interests of organizations, specifically banks and others, were such that they were best capable of protecting their own shareholders,” the former Fed chairman told Congress last October [2008]. […] That’s why Greenspan didn’t see it coming, argues Daniel Kahneman, a Princeton professor who is often described as the father of behavioral economics. His [Greenspan’s] rational-actor model wouldn’t let him.”681

2.1.3.1. Individualism and Rationality

“[...] The neoclassical paradigm sees free-standing [atomistic] individuals, rendering decisions on their own [...]”682

“Economic individualism assumes a pain-pleasure hedonism. The individual attempts to maximize his “utilities,” or, negatively, to avoid losses. All this, of course, might be something like an accurate (if not very significant) explanation of individual behavior, were there some recognition of the source of the “pleasures” and “pains.” Traditional economic individualism, as a theory of social behavior, has stumbled upon this problem, but chiefly has placed the motivation within the individual. Thus[,] well-understood self-interest is phrased in exclusively economic terms, and its source is found in some sort of acquisitive instinct or in the satisfaction of biological needs. This turns out therefore to be not only a focus of interest and value in the individual, but an emphasis upon material acquisition and consumption as the sole significant goal of individual behavior. [...] Economic individualism thus appears as both a theory and a doctrine. As a theory, it attempts to explain social behavior in terms of a rational, self-interested, acquisitive “economic man.” As a doctrine it maintains that such an orientation of individual behavior in society is good and proper, for it leads to social individual values.”683,684

Neoclassicists celebrate individualism – i.e., individuals exist as independent, self-motivating agents, each acting in a rational, self-interested way to maximise her/his utility (Tilly and Tilly, 1998)685 – on the basis of Arrow’s (1950) Impossibility Theorem.686 That one cannot meaningfully aggregate from individuals up to a group gives them the space to argue that as group behaviour cannot be meaningfully analysed, so individuals should be the units of analysis. However, Arrow (1982) does not fully subscribe to the neoclassical paradigm; rather, according to him, “[... rationality theorem as applied by most economists is] a weak hypothesis, not easily refuted and therefore not very useful as an explanation, though not literally a tautology [...]”687 Furthermore, despite actions being generally collective,688 neoclassical economics focuses on individualism. However, as Etzioni (1988) has pointed out, people are social being and they have group, communal and social traits.

“[...] Individuals are not free-floating atoms within the society and the economy, nor do they relate to one another mainly on the basis of their personal attributes; their relations
are shaped to a significant extent by their place in various social structures, which are forms their collectivities acquired [...]”

In regards to individualism, although Adam Smith and Friedrich August Hayek have made cases in its favour, but not in the neoclassicists’ sense. Like, Smith has advocated that through individualism, an agent, as a matter of fact, can do more ‘good’ to society, but at the same time being guided by (Smithian) prudence.

“[…] By directing […] industry in such a manner as its produce may be of the greatest value, he [an agent] intends only his own gain, and he is in this [economic activities], as in may other cases, led by an invisible hand to promote an end which was no part of his intention. Nor is it the worse case for the society that it was no part of it. By pursuing his own interest [guided by prudence], he frequently promotes that of the society more effectually than when he really intends to promote it […]”

Moreover, Hayek has suggested that “true individualism” is a reality in its social settings, which is not about individualised agents who act only for their own interests.

“[…] The fundamental attitude of true individualism is one of humility towards the processes by which mankind has achieved things which have not been designed or understood by any individual and are indeed greater than human minds. The great question […] is whether man’s mind will be allowed to continue to grow as a part of this process or whether human reason is to place itself in chains of its own making […]”

What individualism teaches us is that society is greater than the individual only in so far as it is free. In so far as it is controlled or directed, it is limited to the powers of the individual minds which control or direct it. If the presumption of modern minds which will not respect anything that is not consciously controlled by individual reason, does not learn in time where to stop, we may, as Edmund Burke warned us, “be well assured that everything about us will dwindle by degrees, until at length our concerns are shrunk to the dimensions of our minds.”

Thus, individualism as preached by the neoclassicists, treating agents as means towards their own self-interest oriented ends, is only a distorted version of individualism in its true sense. That is, in addition to individual wellbeing, societal wellbeing is also an offshoot of individualism.

‘[…] There are] extreme differences of conception regarding the “individual” – to take one word in discussions of coöperation and of organizations and their functions. On the one hand, the discrete, particular, unique, singular individual person with a name, an address, a history, a reputation, has the attention. On the other hand, when the attention transfers to the organization as a whole, or to remote parts of it, or to the integration of efforts accomplished by coördination, or to persons regarded in groups, then the individual loses his preëminence in the situation and something else, non-personal in character, is treated as dominant. […] In such situations […] many issues regarding the individual] find wide disagreement and uncertainty […]”

Notwithstanding, the NNR looks at morality based communal living as a thing of the past, even if they occur in our day to day lives, note Fennegan (1995) and, Onyeiwu and Jones (2003). In this context, according to Hirsch (1976), such approaches have made the management of socio-economic systems cumbersome.

“The social morality that has served as an understructure for economic individualism has been a legacy of the precapitalist past. This legacy has diminished with time and with the corrosive contact of the active capitalist values – and more generally with the greater anonymity and greater mobility of industrial society. The system has thereby lost outside support that was previously taken for granted by the individual. As individual behaviour
has been increasingly directed to individual advantage, habits and instincts based on communal attitudes and objectives have lost out. The weakening of traditional social values has made predominantly capitalist economies more difficult to manage [...]. Yet at the same time, the continued expansion of material output in response to autonomous market forces brings increasing problems in its wake, predominantly of social crowding and intensified positional competition. Thus, the responses of isolated individuals to the situation that faces them have become a less sure guide to promoting the individuals taken together. Management of the system has become more necessary, but the entrenchment of the individualist ethos makes it more difficult. The problem of success joins and exacerbates the problem of the depleted legacy. The two problems interact so as to make each other worse.”

“There is no encouragement for any belief that an organism can be designed for any purpose other than the most-effective pursuit of [its] self-interest. As a general rule, a modern biologist seeing an animal doing something to benefit another assumes either that it is manipulated by the other individual or that it is being subtly selfish…. Nothing resembling the golden rule or other widely preached ethical principles seems to be operating in living nature. It could scarcely be otherwise, when evolution is guided by a force that maximizes genetic selfishness [..].”

2.1.4. Ethics and Morality, and Rationality

“[…] The life of money-making is one undertaken under compulsion, and wealth is evidently not the good we are seeking; for it is merely useful and for the sake of something else […]”

Neoclassical paradigm, contends Etzioni (1988), disregards “the moral dimension” of action and actively opposes its inclusion in its analyses.

“[…] Generally […] individuals’ altruistic, publicly interested goals have been given little attention [in neoclassical economics]. This reflects […] that such goals are so empirically unimportant as to allow the use of Occam’s Razor in positive models, or well-founded apprehensions that these goals are unusually difficult to identify, measure, and analyze […].”

Under the duress of positive economics, Sen (1987) notes, the importance of ethical side of human behaviour is generally ignored or overlooked, even if it is ‘good’ for the market.

“[…] To a large extent, we conduct our research by grubbing around in the underbrush of business looking for evidence of opportunistic behavior and of contractual counter-measures against such behavior. We need to keep in mind that while our models presume that businessmen are opportunistic and that we can find (statistically significant) examples of such opportunism and of counter-measures taken against such opportunism, it does not follow that businessmen generally are or should be opportunistic. It would be a mistake to wittingly or unwittingly inculcate in the next generation of accountants and managers the notion that it is foolish, naive or abnormal for businessmen to feel constrained in their actions by ethical considerations. At least some varieties of ethical behavior are not to be scorned; they are a necessary lubricant for the functioning of the markets.”

Furthermore, Baier (1969), debating on value of a thing and that of a human being, is under the impression that “[… e]conomists draw the indispensable distinction (largely lost to sociologists) between, on the one hand, the value of things, and on the other, the values of individuals or societies […].” However, these
values, in addition to human productivity, can also be moralal and ethical. In this regards, Sen (1987) argues that as economics is supposed to study behaviour of “real people” with values, so it is strange that the neoclassicists consider agents to be unaffected by moral and ethical aspects. Noreen (1988), comparing altruism with ethical utilitarianism, says that “[… a]truistic behavior is motivated either by a fundamental concern for the welfare of others or by the desire to feel good by helping others. Utilitarian ethical behavior, on the other hand, has to do with voluntary compliance with rules that are, in some sense, in the individual’s self-interest […].” Debating on concerns towards the others as an important part of ethics, Sen (1997) contends that “[…] morality is not merely a matter of having one set of goals rather than another, but also of the relation between action and conduct, on the one hand, and goals, aims, values, etc. on the other. The issue of the correspondence between goals and choice arises not merely in the general context of consequentialism […] but also in that of assessing the action implications of one’s own goals in the light of the goals of others[…].” Taking a similar stand, March (1978) is under the impression that rational choices are not simple, one-dimensional, one-time, and even monopurpose events but they involve “[…] complexities of preference processing […] and are linked to] ethics […] and] aesthetics [among others…].” Furthermore, Dasgupta (2009) argues that people’s judgments are influenced not only by their interests but also by their values. Interestingly, Sen and Williams (1982) propose that people’s beliefs about how other people behave could influence their action. Thus, Sen (1987) contends, “[…] ethical deliberations cannot be totally inconsequential to actual human behaviour […].” And, a person can have ethical preferences along with individualistic self-interest oriented ones, argues Harsanyi (1955).

“[… Owing to a greater awareness of the importance of external economies and diseconomies […] each individual’s utility function is now regarded as dependent not only on […] a particular individual’s economic (and noneconomic) conditions but also on the economic (and other) conditions of all other individuals in the community – in the same way as a social welfare function is dependent on the personal conditions of all individuals […]. An individual prefers (or rather would prefer) on the basis of impersonal social considerations alone [which is known as his ethical preferences …] and [his subjective preferences …] express what he actually prefers, whether on the basis of his personal interests or on any other basis […]”

As regards the coexistence of self-interest and values, Sen (1974) suggests that preference ranking can also be guided by moral judgements; Sen (1977) terms this as “meta-ranking” of an action-set.

”[… A meta ranking may include inter alia the specification of a particular action ranking as the “most moral,” but insofar as actual behavior may be based on a compromise between claims of morality and the pursuit of various other objectives (including self interest), one has to look also at the relative moral standings of those action rankings that are not “most moral.””

Furthermore, according to Phelps (1975), even if there are evidences of unethical practices in socio-economic transactions, one also can find “[…] the prevalence of altruistic behavior: a producer may advertise his product truthfully when he need not, a labor union may refrain from breaking the law when it could do so for a net gain, […] a benevolent butcher may abstain from short-weighing […]” However, they are only treated as externalities by the neoclassicists. As regards organisational behaviour, although the (orthodox) theory of the firm considers
profit as the single over-arching goal that organisations try to pursue, yet Cyert and March (1963), Pfeffer (1981), Monsen et al. (1968), Jensen and Meckling (1976), Herendeen and Schechter (1977), Bailey and Boyle (1977), Donaldson and Lorsch (1983), Arrow (1975), McKean (1975), among others, suggest that firms, in addition to profit-maximisation, have other goals too (e.g., corporate philanthropy).

“[…] It can be argued that the presence of what are in a slightly old-fashioned terminology called virtues in fact plays a significant role in the operation of the economic system […] The process of exchange requires or at least is greatly facilitated by the presence of several of these virtues (not only truth, but also trust, loyalty, and justice in future dealings) […]”

Ethical behaviour exists, McKean (1975) notes, in economic transactions as core transactional attributes, not as externalities.

“[…] Unwritten agreements and trust (that is, confidence in each other’s voluntary compliance) […] play pervasive roles in business and social intercourse. Written contracts in business hit only the highspots of agreements; like the bulk of the iceberg, an enormous portion of such mutual understandings is unseen […] Many small, yet in the aggregate highly significant, instances of trust exist […] without the pressure of competition or the threat of a lawsuit […]”

As a consequence, there are new developments in the neoclassicists’ study programmes on human behaviour. For example, in the case of incorporating externalities into various economic analyses, Etzioni (1988) opines that “[…] morality is a major way externalities are “introduced” into one’s deliberations and decision-making, albeit often in conflict with the pleasure utility […]” According to Lincoln and Kalleberg (1990), hard work, commitment, loyalty and similar moral aspects of rational action are “[… n]o longer […] perceived to be irrational anachronisms […] but are treated as] values [that] facilitate the creation of an enterprise community and motivate employees to subordinate their personal or class interests to those of the firm […]” Akerlof (1970) argues that trust in transactions has important bearings of business efficiency. In this regards, Hirshleifer (1977) claims that “[…] altruism economizes on the costs of policing and enforcing agreements. […]” Importantly, Arrow (1974) emphasises that conscientious actions lead to effective functioning of social systems, including the market.

“[…] Certainly one way of looking at ethics and morality […] is that these principles are agreements, conscious or, in many cases, unconscious, to supply mutual benefits […] Societies in their evolution have developed implicit agreements to certain kinds of regard for others, agreements which are essential to the survival of the society or at least contribute greatly to the efficiency of its working […] The fact that we cannot mediate all our responsibilities to others through prices […] makes it essential in the running of society that we have what might be called “conscience”, a feeling of responsibility for the effects of one’s actions on others […]”

“[…] It appears to be a matter of fact, that the circumstance of utility, in all subjects, is a source of praise and approbation: […] it is inseparable from all the other social virtues, humanity, generosity, charity, affability, levity, mercy and moderation.”

In addition to economic incentives there are also other benefits from ethics; they are mainly analysed from the instrumental aspects of ethical behaviour. Olson (1965) argues that people’s altruistic deeds are motivated by their desire to “[…] win
prestige, respect, friendship, and [... similar] social and psychological objectives [...].

Becker (1974) reasons that '[... a]pparent “charitable behavior can be [...] motivated by a desire to avoid scorn of others or to receive social acclaim [...].'

Andreoni (1990) opines that ‘[... ] social pressure, guilt, sympathy, [...] desire for ‘warm glow’ [and such nuances of ‘impure altruism,’ as Andreoni views them] may play important roles in the decisions of agents [including altruistic decisions [...].]

Notwithstanding, seminal works like On Ethics and Economics by Sen (1987) have argued that economics and ethics can coexist, complementing each other.

“[...] If you and I are conducting a transaction which on my side is purely economic, I am furthering your purposes, partly or wholly perhaps for my own sake, perhaps entirely for the sake of others, but certainly not for your sake. What makes it an economic transaction is that I am not considering you except as a link in a chain, or considering your desires except as the means by which I may gratify those of some one else – not necessarily myself. The economic relation does not exclude from my mind every one but me, it potentially include every one but you. You it does indeed exclude, and therefore it emphasises, though it does not narrow or tighten, the limitations of the altruism of the man who enters into it; for it calls our attention to the fact that, however wide his sympathies may be, they do not urge him to do any particular effort or sacrifice for the sake of the person with whom he is dealing at the moment. An economic relation may be entered equally well from egoistic or altruistic motives; but as long as it remains purely economic, it must remind us that no man’s altruism is indiscriminating to the extent of lavishing itself upon all persons or all purposes at all times. Short of this, clearly the most altruistic person may enter into a relation with another man, the purpose of which is to further the good of those who are other than himself, and also other than the person with whom he is dealing. In that case his action is altruistic because it is inspired by a desire for the good of some one other than himself, and the relation is economic because it is entered into for the sake of some one other than his correspondent.”

Furthermore, debating on intrinsic and instrumental aspects of an action with respect to its consequences, Sen (1987) contends that “[... t]he case for consequential reasoning arises from the fact that activities have consequences. Even activities that are intrinsically valuable may have other consequences. The intrinsic value of any activity is not an adequate reason for ignoring its instrumental role, and the existence of instrumental relevance is no denial of its intrinsic value. To get an overall assessment of the ethical standing of an activity it is necessary not only to look at its own intrinsic value (if any), but also at its instrumental role and its consequences on other things, i.e. to examine the various intrinsically valuable or disvaluable consequences that this activity may have [...].”

Continuing further, he states that “[... t]o ignore consequences is to leave an ethical story half told. Consequentialism, however, demands more than the telling of the story. It demands, in particular, that the rightness of actions be judged entirely by the goodness of consequences, and this is a demand not merely of taking consequences into account, but of ignoring everything else [...]. However, c]onsequential analysis may be taken to be necessary, but not sufficient, for many moral decisions.”

However, there are also attempts to treat ethical behaviour as superfluous and absurd. For example, according to Schelling (1968) ‘[... ] “ethical man” may be as much of an abstraction as “economic man” or “rational man,” and to judge an ethic by what life would be like in a world peopled exclusively by ethical men may be but a theoretical exercise [...].’

In this context, Nagel (1975) does not entirely agree with arguments that ethical undertakings are merely narrow quid pro quo instances of self-interest centred, calculative, rational acts.
“[…]. When one person donates money to his old college, or gives blood, or gets at the end of the line to buy subway tokens, or cleans up a campsite after he has used it, he may explain such behavior by saying that he has benefitted from similar behavior by others. This has the look of a straight exchange, but it is not; he benefits from like actions from others, but neither those actions nor the benefit are contingent on what he himself is doing now. And if you point out that his likelihood of receiving blood in the future if he should need it is not significantly increased by giving today, that will rightly be dismissed as irrelevant. He is not under the illusion that he is engaged in a trade. What is the correct account of the motive for such behavior? It is not simple self-interest, or simple altruism either, for the explanation does refer to benefits received. The person is making a contribution to a practice or institution in the knowledge that it benefits him and is dependent for survival on contributions from people like him. He is not willing to be a free rider because it would be unfair […]”

In a similar vein, Rawls (1971) echoes his opposition towards attempts to reduce altruistic actions to mere rational ones in the neoclassicists’ sense.

“[… W]hen a number of persons engage in a mutually advantageous cooperative venture according to the rules, and thus restrict their liberty in ways necessary to yield advantages for all, those who have submitted to these restrictions have a right to similar acquiescence on the part of those who have benefitted from their submission […]”

Although ethics have important bearings on economics, it has also been argued that economics assumes human behaviour as having instrumental value; so what it describes is only a part of it. Such methodological issues make economics prone to overlooking many important aspects of behaviour that are intrinsic in nature.

2.1.4.1. Sense of Responsibility and Rationality

“No snowflake in an avalanche ever feels responsible […]”

“[…] A good starting point for […] the analysis […] of the relevance and reach of consequential evaluation in practical reason] is the need to take responsibility of the person making a choice. The demands of responsibility of the person making a choice (of actions, strategies, or other decision variables in practical reason) relate both to (1) the discipline of evaluation, and to (2) the discipline of choice based on that evaluation. Because of these disciplines, consequential evaluation can […] systematically combine very diverse concerns, including taking responsibility for the nature of one’s action (and related considerations that have figured prominently in the deontological literature), without neglecting other types of consequences (on which some of the narrower versions of consequential reasoning – such as utilitarianism – have tended to concentrate) […]”

People often act unselfishly, both in real life and laboratory settings (e.g., in the case of the Prisoner’s Dilemma). In these instances, by reasoning their actions, agents not only take care of their own interests, but also take responsibility of their actions that inherently have ramifications for others, as we have discussed above. In this sense, feeling the sense of being responsible is also a part of human reasoning. Sen (1977) argues that nuances of sense of responsibility can be found out at many walks of life, e.g., business behaviour in oligopolies, familial responsibilities, etc. Margolis (1982) opines that rational actions also include those acts that have sense of responsibility. Interestingly, Wicksteed (1933) claims that agents can undertake selective altruism in business transactions that could arise out of sense of responsibilities towards others. As Barnard (1938) has pointed out:
“[...] Responsibility is the property of an individual by which whatever morality exists in him becomes effective in conduct [and action].”747

2.1.5. Freedom and Rationality

“For the efficiency of an army consists partly in the order and partly in the general; but chiefly in the latter, because he does not depend upon the order, but the order depends upon him. All things […] are ordered together in some way, but not in the same way; and the system is not such that there is no relation between one thing and another. There is a definite connexion. Everything is ordered together to one end; but the arrangement is like that in a household, where the free persons have the least liberty to act at random, and have all or most of their actions preordained for them, whereas the slaves and animals have little common responsibility and act for the most part at random.”748

“[..] Any economic model will […] harbor an implicit view as to how man’s free choices become realized as economic activity […]”749

Notwithstanding the NNR that assumes rational actions as bounded by self-interest and utility maximisation, and therefore not free, Sen (2002), as regards the contentious topic of rationality with respect to freedom, argues that it is possible to subject one’s own values as well as choices to the demands of reason and critical scrutiny; and claims that freedom cannot be assessed independently of an individual’s reasoned preferences and valuations, just as rationality, in turn, requires freedom of thought. According to him, “[… i]n mainstream economic theory, the term “rational choice” has been used in [three] different ways […] namely,] internal consistency of choice; […] self-interest maximization; and […] maximization in general.”750 However, he cautions that “[…] reasons for choice […] can have much diversity [than just for mere utility and/or self-interest maximisation], and it would be a mistake to try to eliminate that diversity by some definitional trick, or by some arbitrary empirical assumption[s] of complex instrumentality. Reason need not be second-guessed out [or subordinate to something else] in defining rationality.”751

Furthermore, Sen (2002) contends that there exists a “reciprocity” between rationality and freedom – i.e., to be rational is to be free, and vice versa.752 According to him, ‘[…] rationality as the use of reasoned scrutiny cannot but be central to the idea and assessment of freedom [. . . R]ationality, in its turn, depends on freedom. This is not merely because without some freedom of choice, the idea of rational choice would be quite vacuous, but also because the concept of rationality must accommodate the diversity of reasons that may sensibly motivate choice. To deny that accommodation in favor of conformity with some preselected mechanical axioms (in the form of alleged requirements of “internal consistency of choice”), or with some prespecified “appropriate” motivation (such as the canonical selection of “self-interest maximization” as an exclusive guide, rejecting all other concerns that people have) would involve, in effect, a basic denial of freedom of thought. Our motives are for us to choose – not of course, without reason, but unregimented by the authoritarianism of some context-dependent axioms or by the need to conform to some canonical specification of “proper” objectives and values. The latter would have had the effect of arbitrarily narrowing permissible “reason for choice,” and this certainly can be the source of a substantial “unfreedom” in the form of an inability to use one’s reason to decide about one’s values and choices.”753 As in the classical model where “[…] deliberation is always about means, never about ends […]”754 in social sciences,
including economics, rationality should assume that agents are free and autonomous to choose their own values and preferences, argues Parsons (2007). As regards freedom being narrowly interpreted in neoclassical economics, Sen (1987) argues that utilitarianism, its main philosophical school of thought, constrains agents from acting freely because it is assumed that they act eyeing on the ends of their actions. Debating on agents’ freedom in choosing appropriate means to accomplish wellbeing, he states that “[…] the utilitarian conception provides a defective (and systematically biased) view of well-being, and the limitations of the different interpretations of utility (e.g. happiness, desire-fulfilment) were analysed in that context. While being happy is a momentous achievement, it is not the only achievement that matters to one’s well-being […]. Also, while desire is often a good indicator of the valuable nature of what is desired, the metric of desire can be a very inadequate reflection of value – indeed even if what the person himself or herself actually values, not to mention what he or she would value on serious and courageous reflection, freed from the limitations imposed by unfavourable circumstances. This limitation is particularly serious in the context of interpersonal comparisons of well-being.” Continuing further, he reasons that “[…] a person’s freedom can be seen as being valuable in addition to his or her achievements […]. Freedom may be valued not merely because it assists achievement, but also because of its own importance, going beyond the value of the state of existence actually achieved. If, for example, all the alternatives other than the one actually chosen were to be eliminated, this need not affect achievement (since the chosen alternative can still be chosen), but the person clearly has less freedom, and this may be seen as a loss of some importance. […]”

Moreover, Sen (1987) thinks that in mainstream economics, achieving goals counts more than anything else, and freedom to achieve them is only treated as having instrumental implications. In this regards, drawing on Adam Smith, Sen (2002) has succinctly put forth that:

“[Adam] Smith also emphasized connection between consciously moral motivation [with intrinsic value] and the use of good moral conduct as general behavioral norms accepted in the society [with instrumental values]: “Many men behave very decently, and through whole of their lives avoid any considerable degree of blame, who yet perhaps, never felt the sentiment upon the propriety of which we found our approbation of their conduct, but acted [in a boundedly rational manner] merely from regard to what they saw were the established [and institutionalised] rules of behavior” […]”

2.1.5.1. Boundedly Rational and Rationality

“Does the end justify the means? That is possible. But what will Justify the ends? To that question, Which historical thought leaves pending, Rebellion replies: the means.”

“[… O]ur senses can never carry us beyond our own situations […].”

Debates abound as regards behavioural analyses under the rubrics of the NNR that ignore many factors, both cognitive and environmental, that are parts and parcels of decision-making. Although it is impossible to take all of them into account while studying behaviour, yet discounting most of them as mere externalities as the neoclassicists normally do, is tantamount to telling only half of the story. In this
context, Simon (1978) noted that economics, because of its disproportionate focus on ends of actions, under the duress of utilitarianism, has neglected studying many of the behavioural process oriented variables that are behind human behaviour.

“[…] Almost all human behavior has a large rational component but only in terms of the broader everyday sense of rationality, not the economists’ more specialized sense of maximization; moreover, economics itself has not by any means limited itself to the narrower definition of rationality. […] Additionally, economics has largely been preoccupied with the results of rational choice rather than the process of choice […]”

Here, Sen (2002) argues that “[…] individuals may not be full maximizers in their actual behavior and may be restrained for various reasons […]” Hayek (1944) viewed rationality as a limiting trait of an individual – “[…] only the individuals concerned in each instance can fully know […] the circumstances [of time and place] and adapt their actions to them […]” which makes common or socially held knowledge fallible. Although, rationality implies that “[…] agents are not in fact stupid […]” yet “Camus (1951) argued that man was not [cognitively] smart enough to be rational, a point made in a different way at about the same time by […] Simon (1957) […]” Constraining factors like cognitive, cultural, social, moral, organisational, communal, familial, religious, etc., can restrict the decision-making exclusively based on self-interest and utility maximisation. For instance, Schelling (1984) argues that insufficient self-command over reasons or weakness of willpower can lead to departures the NNR type behaviours; Sen (2002) looks at it as “bounded willpower.” Moreover, Stigler (1961) views asymmetric information as one of the reasons to doubt the applicability of NNR in the real-world.

Herbert A. Simon is considered to be the founder of the notion of bounded rationality (BR), which implies that due to people’s partial information about the real-world, limited cognitive capacities and restricted time to act, rationality can only be possible in a restricted sense. The theory of administrative behaviour, developed by Simon (1945), is considered to be the first step towards BR; it is a human behaviour modelling endeavour that takes into account the cognitive and situational limitations involved in organisational decision-making processes and recommends for administrative structures that aims to simplify tasks, thereby easing decision-making activities and, in the process, leading to predictable actions.

“[…] If ‘complex economic organization is explained in large measure as a response to the problems that are posed by the basic attributes of human actors’ (Williamson, 1999: 35), then understanding these basic attributes may enable observers to provide better predication of human behaviour in a corporate setting […]”

March and Simon (1958), discussing BR in the context of stable and predictable organisational behaviour, contended that “[… o]rganization will have structure […] insofar as there are boundaries to rationality. […] If there were not boundaries to rationality or if the boundaries varied in a rapid and unpredictable manner, there could be no stable organization structure […]” Commenting on the significance of rationality in getting rid of uncertainty and thereby infusing predictability in the context of organisational behaviour, Thompson (1967) has said, “[…] A newer tradition enables us to conceive of the organization as an open system, indeterminate and faced with uncertainty, but subject to criteria of rationality and hence needing certainty […] O]rganizations cope with uncertainty by creating certain parts
specifically to deal with it, specializing other parts in operating under conditions of certainty, or near certainty [\ldots].\textsuperscript{774}

Before Simon, it was Barnard (1938) who had argued that cognitive limitations could be compensated by deliberately designing rational organisations with specific ends and goals;\textsuperscript{775} as per him, organisational rationality as intended to achieve and maintain coordination.

‘[\ldots M]ost of [\ldots the observable actions of human beings] are determined or directed by their connection with formal organizations. [...] Formal organization is that kind of coöperation among men that is conscious, deliberate, purposeful. Such coöperation is omnipresent and inescapable nowadays, so that it is usually contrasted only with “individualism,” as if there were no other process of coöperation. Moreover, much of what we regard as reliable, foreseeable, and stable is so obviously a result of formally organized effort that it is readily believed that organized effort is normally successful, that failure of [formal] organization is abnormal [\ldots].\textsuperscript{776}

However, (1955, 1957, 1959) was the first to discuss BR, in more formalised manner.\textsuperscript{777} BR is a practical way of studying human behaviour in the light of the limiting aspects pertaining to human knowledge and computational capacities. Moreover, Williamson (1975) argued that BR, along with cognitive limitations, arises out of constraints related to language, i.e., the way people articulate themselves.

“[…] Bounded rationality refers to human behavior that is ‘intendedly rational, but only limitedly so’ (Simon, 1961, p. xxiv). […] It involves neurophysiological limits on the one hand and language limits on the other. The physical limits take the form of rate and storage limits on the powers of individuals to receive, store, retrieve and process information without error. […] Language limits refer to the inability of individuals to articulate their knowledge or feelings by the use of words, numbers or graphics in a way which permit them to be understood by others [\ldots].\textsuperscript{778}

According to Heiner (1983), behaviours based on BR are often treated as alternatives to the economic model of behaviour.\textsuperscript{779} Commenting on external uncertainties in limiting rational decision-making, Arrow (1974) opines that “[…] u]ncertainty means that we do not have a complete description of the world which we fully believe to be true. Instead, we consider the world to be in one or another of a range of states. Each state of the world is a description which is complete for all relevant purposes. Our uncertainty consists in not knowing which state is the true one [\ldots].\textsuperscript{778}0 Moreover, as argued by Knight (1921), “[\ldots w]hen uncertainty is present and the task of deciding what to do and how to do it takes the ascendancy over that of execution, the internal organization of the productive group is no longer a matter of indifference or a mechanical detail. Centralization of this deciding and controlling function is imperative, a process of “cephalisation,” [an evolutionary trend in the animal kingdom toward centralisation of neural and sensory organs in the head or anterior region of the body] such as has taken place in the evolution of organic life, is inevitable, and for the same reasons as in the case of biological evolution [\ldots].\textsuperscript{781} In other words, through BR people simplifies the enormous complexities as regards decision-making arising out of the uncertainties in the real-world. However, analytical economics, hardly treat them as rational. In this context, according to Knight (1921), “[\ldots] the more general principles of analytic economics are simply the principles of economic behavior, of the effective achievement of ends by use of means, by individuals and groups, irrespective of social and political forms. Even under a ‘pharaoh’, combining absolute sovereignty with outright ownership of men
themselves as well as the land and goods, much the same choices and decisions would have to be made to make activity effective rather than wasteful and futile; and the abstract principles of economy and of organization are the same regardless of who makes the choices or what means and techniques are employed or what ends are pursued. […] Here it is relevant to cite Polanyi’s (1948) “poly-centric order” or “spontaneous order,” which refers to spur-of-the-moment or unplanned ordering in the real-world, e.g., in a marketplace, that agents bring about; each participating in the order making process in a particular situation, simultaneously being aware about the fact that s/he is acting on the basis of the partial knowledge that s/he has about that situation. Here, it is safe to say that such purposeful actions, arising out of agents’ partial knowledge are the results of BR.

“The central feature of BR is the notion of “satisficing.” (In a strict sense, this is not optimising, as Sen (2002) has pointed out. Simon replaced an agent’s goal to maximise her/his utility with satisfice, in contrast to traditional theories. According to Simon (1957), people, restricted by cognitive and environmental constraints, are able to quasi-maximise their utilities because “[…]he capacity of the human mind for formulating and solving complex problems is very small compared with the size of the problems whose solution is required for objectively rational behavior in the real world. […]” As boundedly rational, they behave as “satisficers” and not maximisers – i.e., they explore all the alternatives at their disposal until they reach ‘sufficiently’ acceptable levels of satisfaction; however, if after a ‘prolonged’ search, they do not, they normally decrease their aspiration level and then search for other alternatives. Importantly, as per Simon (1978), BR is rational, not irrational.

“[…] Almost all human behavior has a large rational component, but only in terms of the broader everyday sense of rationality, not the economists’ more specialized sense of maximization […]”

In regards to the feasibility of the NNR, Simon (1978, 1985) thinks that it is simply untenable in real-world, which he terms as “substantive rationality” (SR). By SR, the economists imply: people are maximising agents; they are well informed; their goals are unambiguous; they are self-interest oriented and ignore ethics, and the ends justify the means. Instead, Simon (1976, 1978) proposed “procedural rationality” (PR), a type of BR, by which agents decide on the bases of their own rules and procedures, taking into consideration cognitive and environmental constraints. Simon thinks that “[… PR is] a more feasible aim than substantive rationality […]” because people generally assess and interpret information that they have before deciding. According to March (1978), it is “[…] calculative and intentional
There are interesting arguments as regards BR. Langlois (1990) argues that limitations concerning cognitive, contextual, socio-cultural, etc. make agents “[...] not boundedly rational but boundedly skilful. Rationality, in this alternative formulation, is a matter of doing the best one can with what one is given, which includes one’s knowledge and information-processing abilities [...]” According to Scott (2000), “[... as per] rule-based or “procedural” rationality[, ... a] behavior is rational if specified procedures are followed, irrespective of outcome [which is as if people are some algorithm-following, if-then-else logical prototypes who act and do not reschedule their modus operandi if they feel that their actions are not leading them towards their desired consequences [...]” Interestingly, Langlois (1986) argues that PR is another version of rationality, aiming at maximisation of utility. In this context, he elaborates that even if Simon (1976, 1978a, 1978b) has distinguished substantive rationality from that of procedural, but “[... his] analysis involves the recognition that individuals often face very complicated decision-problems that they cannot be expected to solve instantly and optimally; such individuals are afflicted with bounded rationality, and they must “satisfice because they have not the wits to maximize” (Simon 1957, p. xxviii, emphasis in original). As a consequence, Simon recommends a reduced emphasis on the optimality of particular courses of action (substantive rationality) and greater emphasis on the effectiveness of the procedures used in the choosing (procedural rationality). Simon’s critique of maximizing rationality is well taken. Nonetheless, I [Langlois] will argue that his idea of procedural rationality, if taken literally, is misplaced. The problem with maximizing rationality, if taken literally, is misplaced. The problem with maximizing rationality (if I [Langlois] may put the matter somewhat mysteriously) is not that it is substantive, but precisely the opposite – that it is too procedural.” Continuing further, Langlois (1986) says, “[... One of John Elster’s (1983, p. 75) interesting line of reasoning in regards to procedural rationality, substantial rationality and satisficing behaviour, in the context of bounded rationality, is the general argument for satisficing.] This approach is indeed general in that it effectively extends to all choice situations the dilemma of the rational problems without solution. If rationality consists only in the optimal adjustment of means to ends, then rationality must presuppose some framework of means and ends within which the optimization is to take place. But where do these frameworks come from? As a logical matter, they cannot themselves be explained as a result of maximizing choice. For if the choice of frameworks were the result of maximizing within some higher framework, the choice of that higher framework would remain unexplained – and so on ad infinitum (Winter 1964, pp. 262-4; Kirzner 1982, pp. 143-5). If we insist that the economic agent is rational only insofar as he or she makes consistent logical choices, then we must consign an important aspect of his or her behavior – the perception of new alternatives and possibilities [as in the case of entrepreneurs] – to the realm of the nonrational. [...]” Thus, although BR is more realistic than the NNR, yet it, as Scott (2008) has argued, is cognitively limited; and hence, once again, problematic. As Williamson (1985) has noted:

“[... B]ounded rationality and opportunism [...] are [both] intended as concessions to ‘human nature as we know it’. Admittedly, the resulting conception of human nature is stark and rather jaundiced. [...]”

2.1.6. Empiricism versus Formalism, and Rationality
“There is a fundamental paradox at the core of economics, its models and methods. Economics rules. But its practitioners, economists, are frequently reviled.”

“[…] Everybody in […] the economists’] universe is rational. […]”

“[…] Economics is the science of thinking in terms of models joined to the art of choosing models which are relevant to the contemporary world. […]”

“[…] The idea of one basis for [everyday] life and another for science is from the very outset a lie […]”

According to Keynes (1890), “[… a] positive science may be defined as a body of systematized knowledge concerning what is[; … whereas] a normative or regulative science is a body of systematized knowledge relating to the criteria of what ought to be, and concerned therefore with the ideal as distinguished from the actual […]. The object of a positive science is the investigation of uniformities, of a normative science the determination of ideals, of an art the formulation of precepts.” As regards rationality, although Simon (1986) contends that the notion of rationality is vital in understanding and explaining (economic) behaviour, he cautions that rationality in its narrower avatar like the NNR, fail to comprehend behaviour in its real-world settings. In this context, Simon (1972) argues that we must first know whether a theory is normative or descriptive because the former deals with how people ought to behave and the latter how they actually behave in the real-world.

“[…] Rationality denotes a style of behavior that is appropriate to the achievement of given goals, within the limits imposed by given conditions and constraints. Theories of rational behavior may be normative or descriptive – that is, they may prescribe how people or organizations should behave in order to achieve certain conditions, or they may purport to describe how people or organizations do, in fact, behave […]”

The neoclassical economics is considered as a positive and normative science, i.e., along with describing it also prescribes. However, this is antithetical to the spirit of science because if the same body of knowledge is the creator of it and at the same time its ‘caretaker,’ then it may describe a phenomenon in such a way that prescription of the same remains within its theoretical and methodological ambits; this, as we have discussed, happens in various economic modelling endeavours where economists take into account only those features of a behaviour that is within the explanatory power of their axioms, and the rest are either discarded or explained away as externalities. To add to this confusion is Milton Friedman’s (1953) The Methodology of Positive Economics, wherein he emphasises positivism under the guise of ‘normativism.’ For instance, he argues that ‘[…] viewed as a body of substantive hypotheses, [economic] theory is to be judged by its predictive power for the class of phenomena which it intended to “explain.” […]’ This is dicey considering the fact that there could always be a thin line between prediction and prescription. As Sen et al. (1986) have argued, along with prediction, a foundational feature of economics is to prescribe.

“Prediction is not the only exercise with which economics is concerned. Prescription has always been one of the major activities in economics, and it is natural that this should have been the case. Even the origin of the subject of political economy, of which economics is the modern version, was clearly related to the need for advice on what is to be done on economic matters. Any prescriptive activity must of course, of course, go
well beyond pure prediction, because no prescription can be made without evaluation and an assessment of the good and the bad."\textsuperscript{814}

And it is also not unusual with the neoclassical economics, which, for example, prescribes the norms of rationality, among other things. Economists, in spite of being aware of their highly unrealistic assumptions about human nature, defend their normative and positivistic models; for example, Friedman (1962)\textsuperscript{815} defends them under the pretext that they work, i.e., they generate valid predictions.\textsuperscript{816} In regards to economic theories, according to Friedman, what matters is their narrow predictive success, not overall predictive adequacy.\textsuperscript{817} This is also abysmally true considering the fact that in the real-world, economic predictions are unreliable, Sen et al. (1986) comment.

“A role of prediction in economics involves a fundamental tension. On the one hand, much of economics is concerned with prediction. On the other, economic predictions are notoriously unreliable. It is, in fact, tempting to see the economist as the trapeze-performer who tends to miss the cross-bar, or as the jockey who keeps falling off his horse […]”\textsuperscript{818}

Sen (2002) claims that research on rationality, in its broader sense, is also useful to understand “[…] what others are doing and why, and also what they know, what we can learn from what they know, and so on.”\textsuperscript{819} As a result of such arguments there is surge as regards conducting experiments by economists. In the process, Friedman’s methodological views probably do not command the same near unanimity that they used to; nevertheless, they are still enormously influential, and they still serve as a way of avoiding awkward questions concerning simplifications, idealisations, and abstraction in economics rather than responding to them.\textsuperscript{820} In this context, Boland (1979), commenting on the arguments that many philosophers of science have almost universally rejected Friedman’s position, contends that most of them are failed attempts not because Friedman is right but “[… a]ny effective criticism must deal properly with Friedman’s instrumentalism. Presenting a criticism that ignores his instrumentalism will always lead to irrelevant critiques such as those of Koopmans, Rotwein, and De Alessi. None of these critics seems willing to straightforwardly criticize instrumentalism. […] Friedman makes this all the more difficult by giving us, likewise, an instrumentalist argument in support of instrumentalism itself. Thus, refuting or otherwise successfully criticizing only some of the Friedman’s reasons will never defeat his own view. Since Friedman never explicitly claims that his argument is intended to be logically sufficient defense of instrumentalism, one cannot expect to gain even by refuting its “sufficiency.” Yet it would be fair to do so, since “sufficiency,” is the only logical idea that instrumentalism uses. Such a refutation, however, is unlikely, since it would seem to require a solution to the problem of induction. […] The repeated attempts to refute Friedman’s methodology have failed, I think, because instrumentalism is its own defense and its only defense.”\textsuperscript{821,822}

Since the time the term “neoclassical economics” was born in the 1900,\textsuperscript{823} it has oftentimes been criticised for its excessive emphasis on abstractions and remoteness from real-world. For instance, as contended by Suranyi-Unger (1939), “[… r]emoteness from reality” is one of the oldest indictments which economists have had to fight from the very beginnings of modern economic theory. […]\textsuperscript{824} Because of too many abstractions in economics based on rationalism\textsuperscript{825}, Coase, a proponent of empiricism, labelled it as “blackboard economics.”\textsuperscript{826}
“[… W]hen economists find that they are unable to analyze what is happening in the real world, they invent an imaginary world which they are capable of handling. It was not a procedure that I [Coase] wanted to follow in the 1930s. It explains why I tried to find the reason for the existence of the firm in factories and offices rather than in the writings of economics, which I irreversibly labeled as ‘bilge’ […]”

In regards to the survival of faulty theories in economics, Simon (1986) opined that “[… even in economics] bad theory survives; [however] it does not predict very much, and when it does, it predicts incorrectly […].” According to Rosenberg (1983), the NNR is an abstract term having little relevance in the real-world.

‘Much of the mystery surrounding the actual development of economic theory – its shifts from formalism, its insulation from empirical assessment, its interest in providing purely formal, abstract possibilities, its unchanged character over a period of centuries, the controversies about its cognitive status – can be comprehended and properly appreciated if we give up the notion that economics any longer has the aims or makes the claims of an empirical science of human behavior. Rather we should view it as a branch of mathematics, one devoted to examining the formal properties of a set of assumptions about the transitivity of abstract relations: axioms that implicitly define a technical notion of “rationality,” just as geometry examines the formal properties of abstract points and lines. This abstract term “rationality” may have far more potential interpretations than economists themselves realize, […] but rather less bearing on human behavior and its consequences than we have unreasonably demanded economists reveal.”

According to Etzioni (1998), “[…] It is very widely agreed that the purpose of a theory is to explain. Otherwise, when predictions prove to be valid, we do not know why, and hence are unable to foretell under what conditions they will continue to hold or fail, or may need to be adapted.” However, two major criticisms against neoclassical economics are: excessive formalism and abstractionism in its theories and models, and low priority to verify them in the real-world. Regarding excessive formalism, Knight (1935) has cautioned that ‘[…] while under certain circumstances it is necessary to assume conditions of perfect economic rationality, the “economic model” of human action could never in any meaningful sense be said to describe the actual conduct of human beings, or to approach the ability to “predict” conduct in the “scientific” sense […]’ because, as he points out, beliefs and preferences that explain actions may also be based on mistakes and ignorance. Thus, even if neoclassicists’ say that their theories explain, a question arises: Explain what? Why this question arises here is because according to Kahneman (2003), self-interest and utility, and also rationality, as used by contemporary economists, have changed with advances in behavioural studies. Are the economists aware of this? In this context, Blaug (1998) quips: ‘[…] “No Reality, Please. We’re Economists.”’

Furthermore, it has been argued that the appeals of the neoclassical economics are as follows: ease to create models, simple and uniform assumptions about human nature, parsimonious theorisation, predictions based on maximising behaviour, to name a few. However, many of these models fail in the real-world; these failures occur not because they are wrong, but they do not approach the problem in the right manner. For example, the neoclassicists claim that every action that is not self-interest and utility maximisation oriented, is irrational. But irrational in which sense? There can be many other factors except self-interest and many objectives apart from utility maximisation involved in a decision-making process. In this regards, Langlois (1986) has offered some interesting thoughts. According to him, ‘[…] i)n modern
economics, […] the agent is rational when he or she maximizes according to subjectively defined preferences and perceived alternatives. In practice, however, most models assume that the agent is also objectively rational, in the sense that perceived alternatives are in fact the “true” alternatives or (what amounts to the same thing) that all agents perceive the alternatives – and sometimes even the probability distributions over relevant states of the world – identically.\textsuperscript{834} Importantly, he argues that “[…] an important distinction between what is nonrational (in that it is not based on fully specified and complete evidence, and thus cannot be placed in the form of a deduction from explicit premises) and what is irrational (in that it is contrary to logical arguments) […] is missed] if one clings to the neoclassical definition of rationality, since one assumes, in effect, that evidence is always complete. The distinction becomes important when we look at its flip side: It cannot be not irrational (i.e., not contrary to logical argument) to act on the basis of incomplete evidence – and, therefore, the agent can be rational (in a nonneoclassical sense) even in an open-ended world […]”\textsuperscript{835} In other words, the NNR fail to address the issues of what is irrational, i.e., logically fallacious according to the neoclassicists, and what is non-rational, i.e., not rational from evidence in the real-world.

“[…] By precluding attention to non-rational elements of human behaviour, economists leave themselves no mechanism for learning about the crude and messy empirical world that so defies their models. Economists put a heavy price for the very simplicity and elegance of their models: empirical ignorance, misunderstanding, and, relatedly, unrealistic and bizarre policy recommendations […]”\textsuperscript{836}

Moreover, Sen (2002) argues that even non-calculative, instinctive action has elements of reasoning in it; Polanyi’s (1948) “spontaneous order” could be an illustration in this regards. As regards instinctive actions as rational, Sen (2002) further states that “[… a]s Adam Smith has argued, our “first perceptions” of right and wrong “cannot be the object of reason, but of immediate sense and feeling,” but even these instinctive assessments cannot but rely – if only implicitly – on our reasoned understanding of close connections between conduct and consequences in “a vast variety of interests.” […]”\textsuperscript{837} Moreover, as Griswold (1999) has noted, “[… Adam] Smith’s method and rhetoric appeal continually to our experience in and of this or that situation, our sense of what is important to our individual lives and to our role in the human drama.”\textsuperscript{838} Smith, he claims, had recognised the limits of reason.

“Reason may show that this object [any particular object] is the means of obtaining some other which is naturally either pleasing or displeasing, and in this manner may render it either agreeable or disagreeable for the sake of something else. But nothing can be agreeable or disagreeable for its own sake, which is not rendered such by immediate sense or feeling. If virtue, therefore, in every particular instance, necessarily please for its own sake, and if vice as certainly displeases the mind, it cannot be reason, but immediate sense and feeling, which in this manner, reconciles us to the one, and alienates us from the other. […]”\textsuperscript{839}

In this regards, Williams (2004) states that “[… e]conomics has succeeded in creating an imaginary social world described by a system of mathematical equations which allegedly explain the well-ordered behaviour of humans pursuing exclusively their own, narrowly understood, self-interests to the optimal benefit of all […]”\textsuperscript{840} And, representation of the reality through economic models depends on their empirical usefulness.\textsuperscript{841} Calabresi and Melamed (1972) argue that models in principle cannot capture the richness of the human nature.
“[…] Framework or model building has two short-comings. The first is that models can be mistaken for the total view of phenomena […] The second is that models generate boxes into which one then feels compelled to force situations which do not truly fit […]”

As regards mathematical formalisation of models without relevant empirical data, there are criticisms on the ground that science unlike mathematics needs supporting data from the real-world to be considered as credible.

“[…] Unlike mathematics, science requires substantive concepts […]”

Moreover, Hey (1997) opines that in the name of modelling, there are possibilities that people and groups could be promoting their vested interests, without any real addition to the body of existing knowledge.

“[…] Many of the [journal] submissions do not appear to be written in order to further economic knowledge […] It is […] disheartening that so many economists seem to be playing the “journal game”, i.e., producing variations on a theme that are uninteresting and which do not enlighten. A large number of purely theoretical contributions come into this category. On the other hand, the key theoretical pieces shed light in areas where it is needed. I fear, however, that few economists ask themselves what are the crucial economic problems facing the society. If they did so, they might well produce more relevant material […] It often appears that the model has been constructed for no other purpose than to produce a result which is a stylised fact of the author. That may be an interesting exercise but it needs to be supplemented with a discussion of whether this particular explanation for the stylised fact is useful and better than the alternative explanations. Simply producing a model that comes up with a desired result is a test of the cleverness of the author, not a test of the relevance of the theory […]”

In a similar vein, Solow (1997) remarks that model-building in economics unfortunately has become more of a guesswork.

“[…] Today, if you ask a mainstream economist a question about almost any aspect of economic life, the response will be: suppose we model that situation and see what happens […] There are thousands of examples; the point is that modern mainstream economics [i.e., neoclassical economics] consists of little else but examples of this process […]”

Taking an extreme view, Blaug (1997) states that “[…] modern economics is sick; economics has increasingly become an intellectual game played for its own sake and not for its practical consequences.” Blaug (1998) also criticises the modelling endeavour as “the disease of formalism in economics” that do not take into consideration the real-world happenings. Commenting on the scientific rigour of economics, Michael Simon (1982) opines that economics to be considered as a real science must explain various departures from prescribed behaviour that we observe in real-world.

“Economic models, so far as they are based on projections of economic indicators rather than on observations of what people do, neither describe nor purport to describe actual human behavior. When an economic model fails to yield correct predictions[…] this is no falsification of any theory of human behavior. Explanations in economics […] only presume that people will act in certain ways and that they are motivated by certain kinds of considerations […] Economics is a science of the collective results of action, not a science of action itself […] In order for economics to be a specifically human science,
rather than a science of the behavior of things that just happen to be run by humans, it
would have to be capable of explaining economic phenomena in terms of, and on the
level of, the behavior of human individuals and human groups. It would need to show
what it is about humans that makes economic processes possible […]. It would have to
[…] explain why economic principles and projections sometimes fail. Just as it is a mark
of an adequate physical science that it can explain why certain physical laws […] do not
hold under certain conditions, so it may be demanded of a social science that it be
capable of explaining departures from the laws of economics.”

Selten (2001) is of the view that every *strong* version of the rationality principle, like
the NNR, has *weak* empirical underpinnings.

“Modern mainstream economic theory is largely based on an unrealistic picture of
human decision making. Economic agents are portrayed as fully rational Bayesian
maximizers of subjective utility. This view of economics is not based on empirical
evidence, but rather on the simultaneous axiomization of utility and subjective
probability. […]”

Interestingly, Boettke and Storr (2002) argue that the popularity of other tools and
methodologies to study human behaviour like ethnography is a direct consequence of
the general *mistrust* towards excessive formalism and unrealistic assumptions that
modelling endeavours use.

‘INCREASINGLY, scholars are becoming dissatisfied with economic theories that fail
to consider the social, political, historical and cultural context in which actors find
themselves and that fail to endow individuals with customs, values and beliefs.
Economic anthropologists, for instance, have been deeply critical of economics’ “vain
search for generalizations” and have instead stressed the superiority of ethnographic over
statistical data and of context-specific analysis over attempts of universal theorizing.
[…]'“

As a result of the gap that economics has created for itself vis-à-vis the real-world,
Donaldson (1984) argues that there is “[…] a growing suspicion that in fact
 economists may not be good at dealing with the real problems which face us […]” In
this backdrop, the interest towards experimental economics is on the rising. “Experimental economics provides a whole new way of testing and applying
economic models […]” by systematically infusing “[…] experimental techniques
[…] to the analysis of basic economic behavior […]”

“Practical reasoning […] leads to (or modifies) intentions, plans, and decisions.
Theoretical reasoning in the corresponding technical sense leads to (or modifies) beliefs
and expectations. There is also the possibility that reasoning of either sort leaves things
unchanged […]. Any given instance of reasoning may combine both theoretical and
practical reasoning […]”

“Rational choice theories on decision-making and behavioural decision theories would
seem to be located on opposite poles of a wide spectrum of possible choice behaviour.
Individuals might at times be largely rational. Nevertheless, evidence from behavioural
economics, psychology, decision theory cognitive psychology, and related fields
demonstrates that the standard economic model overstates the rationality of the economic
actor, pointing to the possibility that ‘at the individual level EU [expected utility]
maximization is more the exception than the rule’ […]”

On various methodological issues concerning economic analyses, there are also meaningful debates. Hausman (2010) argues that economic theories *rarely*
postulate the existence of unobservable entities or properties in human behaviour, e.g., factors like beliefs and desires arising out of social interactions, apart from other variants of “everyday unobservables.” This, according to him, is a result of less attention that economics methodologists pay to various debates within philosophy of science, e.g., the tension between realists and anti-realists as discussed by van Fraassen (1980) and Boyd (1984).

‘[…] Scientific theories do, as a practical matter, go beyond empirical descriptions: in fact, they are even used to provide scientific explanations. For van Fraassen, this is simply the difference between the epistemic and the pragmatic dimensions of science. Empirical adequacy is an epistemic criterion, but theory acceptance is based on a much broader set of evaluative standards that include pragmatic considerations. The pragmatic virtues that a theory might have include: simplicity, elegance, usefulness, and the ability to provide scientific explanations. Such things are part of applied science; they “are specifically human concerns, a function of our interests and pleasures, which make some theories more valuable or appealing to us than others” (van Fraassen 1980, p.87) […]’

Continuing his argument, Hausman (2010) argues that “[… m]ethodologists have, on the other hand, vigorously debated the goals of economics, but those who argue that the ultimate goals are predictive (such as Milton Friedman) do so because of their interest in policy, not because they seek to avoid or resolve epistemological and semantic puzzles concerning references to unobservables […]” In spite of this, Hausman (2010) notes that there are promising trends that are evolving out of the economists’ growing interests towards philosophy of science. Here, he observes that “[… n]evertheless there are two important recent realist programs in economic methodology. The first, developed mainly by Uskali Mäki, is devoted to exploring the varieties of realism implicit in the methodological statements and theoretical enterprises of economists (see Mäki 1990a, 1990b, 1990c, 2007). The second, which is espoused by Tony Lawson and his co-workers, mainly at Cambridge University, derives from the work of Roy Bhaskar (1978) (see Lawson 1997 and Fleetwood 1999). In Lawson’s view, one can trace many of the inadequacies of mainstream economics (of which he is a critic) to an insufficient concern with ontology. In attempting to identify regularities on the surface of the phenomena, mainstream economists are doomed to failure. Economic phenomena are, in fact, influenced by a large number of different causal factors, and one can achieve scientific knowledge only of the underlying mechanisms and tendencies, whose operation can be glimpsed intermittently and obscurely in observable relations. Mäki’s and Lawson’s programs obviously have little to do with one another, though Mäki (like Mill, Cartwright, and Hausman) shares Lawson’s and Bhaskar’s concern with underlying causal mechanisms.

While maintaining that economics cannot escape from being rules- and principles-bound, Hands (2001) is under the impression that the general methodological rules are of little use in analysing real-world deviations; moreover, he advocates for a naturalistic view of methodology, and is sceptical of prescriptions that are not based on detailed knowledge. However, Mirowski (1988, 1989, 1992, 1994) is critical about different attempts that try to naturalise economics using analogies from the natural sciences. For example, Mirowski (1994) quips:

“[…] If someone in economics appropriates a metaphor from (say) physics, it can only be because that person is operationalizing the insight that there is a direct isomorphism of phenomena involved; the metaphor can fail only in not being sufficiently literal […]”
Utility didn’t turn out to be actually manifestation of potential energy? Too bad, but nice try. Firms don’t actually possess anything like a gene? Better luck next time."

In other words, various attempts in economics to use concepts from natural sciences and mathematical tools to model human behaviour have been criticised on the basis that natural sciences and social sciences deal with two fundamentally different entities, and so economists as social scientists should be prudent and careful in borrowing ideas from the former in explaining social phenomena.

“Science is like fiction, you see. We make up stories, we sketch out narratives, we try to find some pattern beneath events. We are interested observers. And we like to go on with the story, we like to advance, we like to make progress. Even though they are stories told in the dark.

But you have your equations. Your mathematics –

Oh. Mathematics. Mathematics is like language. No one knows where it came from. No one really knows how it works. More horses and fishes. Horses and fishes trapped in signs. …

Oh my God, he said. I am sorry.

Don’t be sorry. There’s nothing to be sorry about. I chose this life."

As regards tension between the theorists and the empiricists in the context of economic theories, there are some insightful arguments. Denouncing Robbins’ (1932) propositions those are excessively deductive, Hutchison (1938) has criticised purely theoretical economics as unscientific, and instead advocates for empirical testability of these propositions to make them scientific.

‘[…] “If the finished propositions of a science, as against the accessory purely logical or mathematical propositions used in many sciences, including Economics, are to have any empirical content, as the finished propositions of all sciences except of Logic and Mathematics obviously must have, then these propositions must conceivably be capable of empirical testing or be reducible to such propositions by logical or mathematical deduction…. [T]heir truth or falsity, that is, must make some conceivable empirically noticeable difference, or some such difference must be directly deducible therefrom”

Latis (1976) argues that the “theory of the firm” is inadequate to explain some market situations; e.g., neoclassical theory concerning sellers’ behaviour does not lead to empirically testable results. Mainstream economists, like Amartya Sen, have begun to acknowledge the contribution from behavioural scientists, including psychologists. For instance, Sen (2002) states that “[… v]arious empirical works including the pioneering contributions of Kahneman, Slovic and Tversky, have provided extensive evidence to the effect that the actual behavior of people may depart from systematic maximization of their goals and objectives […]” Hausman (2010), while noting the fact that there is already a shift in mainstream economics towards empirical modelling from strictly principle-oriented modelling, expresses his scepticism towards their sincerity. According to him, ‘[…] A century ago economists talked of their work in terms of “principles,” “laws,” and “theories.” Nowadays the standard intellectual tool or form is a “model.” Is this just a change in terminological fashion, or does the concern with models signal a methodological shift? What are models? […].’ Here lies the importance of the philosophy of science, according to Hausman (1992b), in addressing them.

‘[…] Economists talk about their own work in many ways. They write, for example, about “principles,” “models,” theories,” “assumptions,” and “definitions and make use of
previous works by epistemologists and philosophers of science. To interpret their comments and to describe accurately what they have done, one needs to know a great deal of philosophy of science. How else is one to decide whether microeconomic theory is even a theory?\textsuperscript{876}

Cross (1983) raises doubts over various inferences that are drawn from real-world data to independently validate different maximisation hypotheses.

'[…] When we defend the maximization paradigm by pointing out to the similarity between its predictions and observed behavior, we often overlook the fact that the empirical “success” of many economic models is principally derived from accommodating adjustments in complementary hypotheses […] Market data are used to make inference about the nature of preferences, expectations, and production functions through the mediating assumption of maximizing behavior, and unless these inferences are independently validated, it is impossible to uncover violations of the intermediary hypothesis […]'\textsuperscript{877}

Moreover, Machlup (1952) argues that little testing and considerable manipulation is done with empirical data by neo-classicists while validating their hypotheses.\textsuperscript{878} Interestingly, Leontief (1985) finds that fifty percent of all the articles published in the American Economic Review during the 1970s were purely mathematical, without any empirical data, twenty two percent had manipulated data, and two out of the four or five articles having direct observations were concerned with pigeons or mice.\textsuperscript{879}

As regards to theory building from empirical data there are scepticism oriented optimism. First, there are many reasons for doubting the validity of empirical findings. Pruitt and Kimmel (1977), for instance, argue that experiments lack the real-world flavour; ‘[…] experimental games usually place people in an unfamiliar strategic environment […]. W]ell-rehearsed habits of analysis and behavior are not readily available, and subjects must innovate […] They engage in cool calculation and view their opponent in impersonal terms […] In such a setting, conventional social norms, attitudes, sentiments, and most social motives have relatively little impact on behavior because they seem irrelevant to the task at hand […]’\textsuperscript{880} In this context, while countering the argument that a theory of rationality under completeness and transitivity is weak because it says nothing about belief or what rationality implies under uncertainty, Levi (1986)\textsuperscript{881} argues that there is nothing irrational about having incomplete preferences in situations involving uncertainty. In other words, this implies, at least from the hindsight, that sometimes it is rational to be irrational!

Discussing if parsimony is a virtue in a theory, Hirschman (1984)\textsuperscript{882} supports the inclusion of more variables (if it is needed) because, ‘[…] parsimony in theory construction can be overdone [as in the case of maximising satisfaction as the solo overarching utility, assumed by the neoclassicists] and something is sometimes to be gained by making things more complicated […]’\textsuperscript{883} It has also been argued that traditional theory has largely ignored the incredible complexity of human nature. According to Hirschman (1984), ‘[…] a person address[es …], criticiz[es …], or persuad[es …] someone, but this someone is […] the self rather than a supplier or an organization to which one belongs [and in this sense has metapreferences; i.e., s/he judges his preferences from two points of view, that of agency and wellbeing ….]’\textsuperscript{884} In other words, ‘[…] men and women have the ability to step back from their “revealed” wants, volitions, and preferences, to ask themselves whether they really want these wants and prefer these preferences, and consequently to form
metapreferences that may differ from their preferences [...]. As human behaviour can also be based on non-utilitarian, non-self-wellbeing oriented, deontological reasoning, Hirschman (1984) urges to consider “public morality” as an important element in economic analyses because people live in society, not in isolation. Thus, it is normal for people to practice benevolence, service to community, and even self-sacrifice. However, McPherson (1984b) cautions that discussions on “metapreferences” from the deontological reasoning perspective, even under the shadowy presence of the neoclassical paradigm, are nothing but disapproving them. According to Etzioni (1988), such discussions hovering around multiple motivations behind actions pose ‘[…] two questions: can the various sources of valuations be reconciled, summed up in one supra-utility, or are they sources of irreducible, different valuations? […] Second, […] do these authors [advocating for multiple utilities] seek the source of other “utilities”?’ Are maximising utility and self-interest the appropriate indicators to testify rationality in human behaviour? Or, is it another case of parsimonious idea to formalise human behaviour by taking only them into consideration? Is preference all about safe-guarding one’s own self-interest? One of the main contentious issues in economic theorisation and formalisation is: how much simplification, generalisation and abstraction will realistically represent human behaviour? For example, interpreting preference as it is generally done in economics, i.e. if a person prefers x to y then s/he thinks her/himself as better off with x than with y, is simplistic. Here, Sen (1973) opines that even if preferences arise out of self-interest, they also have welfare judgement in them; thus, a gamut of complex relationships in society makes various real-world phenomena more complex in nature than just maximising payoffs and hence more difficult to fathom and carry out empirical work.

“[…] Much of the empirical work on preference patterns seems to be based on the conviction that [choice] behaviour is the major source of information on a person’s preferences. That behaviour is a major source of information on preference can hardly be doubted, but the belief that it is the only basis of surmising about people’s preferences seems extremely questionable. […] And] interpretation of behaviour [is difficult too ….]. The idea that behaviour is the one real source of information is extremely limiting for empirical work […]”

There are many such issues, questions, problems as regards how to meaningfully incorporate empirical data in order to refine economic theories, including the NNR; unfortunately, there are not easy solutions to them.

Notwithstanding, empirical studies are important, for one basic reason that there are many findings, which reveal that people do violate standard economic axioms, hence the NNR. “Preference reversal,” as postulated by Lichtenstein and Slovic (1971, 1973), Tversky and Thaler (1990), implies that people may not be good at evaluating their own preferences; which means agents may not have stable, well-defined preferences that are the basic requirements of the NNR. According to Marwell (1982), “[… t]he fact seems to be that under the conditions described by the theory as leading to free riding, people often cooperate instead […]” Rabin (1998) argues that “[…] people depart from pure self-interest to pursue “other-regarding” goals such as fairness, reciprocal altruism, and revenge. Strikingly, Johansen (1977) contends that many of deviations from the NNR in real-world are required for the survival of society.
“[…] Economic theory […] tends to suggest that people are honest only to the extent that they have economic incentives for being so. This is a homo economicus assumption which is far from being obviously true, and which needs confrontation with observable realities. In fact, a simple line of thought suggests that the assumption can hardly be true in its most extreme form. No society would be viable without some norms and rules of conduct. Such norms and rules are necessary for viability exactly in fields where strictly economic incentives are absent and cannot be created […].”

On the bases of failures of perception rationality and process rationality, McFadden (1999) argues that preference is less relevant for decision-making. According to Archer and Titter (2000), Parisi and Smith (2005), among others, violations of rational preference choice models are due to strong dependence of choice and preference upon informational processing considerations and situational factors. Kahneman (1994) is under the impression that there may exist an “[…] explicit distinction between two notions of utility. The experienced utility of an outcome is the measure of the hedonistic experience of that outcome. […] The decision utility of an outcome, as in modern usage, is the weight assigned to that outcome in a decision. […]” This suggests that, while deciding, people may not be aware about their utility functions. In this regards, Rabin (2002) argues that framing effects of choices may influence preferences. Contrary to Green et al. (1994), Phelps and Pollak (1968), Akerlof (1991), O’Donoghue and Rabin (2001, 2005), suggest that preferences are frequently time-inconsistent. O’Donoghue and Rabin (2005) state that especially inter-temporal preferences are time inconsistent, i.e., discounts on short-term incremental delays are treated more seriously than long-term ones. Similar findings are reported by Loewenstein and Thaler (1989), Ainslie and Haslam (1992), Rachlin (2000), Chung and Herrnstein (1967), Ainslie (1975, 2001), Mazur (1987), Loewenstein and Prelec (1992), Loewenstein (1996), Strotz (1955), Phelps and Pollak (1968), O’Donoghue and Rabin (2003) opine that the behaviours of time-inconsistent agents are more influenced by short-run incentives, rather than long-run benefits. Kahneman and Tversky (1979) states that, in stead of maximising utility, agents ‘calculate’ gains and losses from “mental reference points” that are time and situation dependent. The central message from all these is that people do not behave in a predictable way; moreover, they do not have uniform preferences and predictable patterns of choices. As Rabin (2002) has opined, agents may not always, not even primarily, act in accordance with the axioms of the rational choice model. In a nutshell, people do not behave in the manner prescribed by the NNR. One of the plausible ways forward, according to Rabin (2002) is to explore how to integrate economics with psychology.

2.2. Psychology and Rationality
“All economics involves psychology. Bayes’ rule, the rational expectations assumption and the theory of revealed preference are all psychological assumptions about how people form expectations and what motivates them. The question for economics is not whether to include or exclude psychology, but rather what type of psychology to include.”

Economics has paid little attention to behaviour from the psychological perspective, which has led to somewhat simplistic assumptions about human nature. In this regards, many recent works, theoretical as well as experimental, challenge many fundamental assumptions behind rationality and advocate to mainstream the psychological aspects of economic decisions, because, as Shafir and LeBoeuf (2002) have noted, “[…] people often violate tenets of rationality in inadvisable ways.” According to Mitchell (1924 [1930]):

‘[… T]he idea that one can divorce psychology from economics, constitutes the “grand error” of neoclassical economics [...].’

In economics, the psychological aspects of behaviour are reduced to fit in to assumptions of standard theories in economics that are based on substantive rationality, thereby considering an agent as a utility maximising hedonist. Here, Loewenstein (2000) contends that “[… w]hen Jeremy Bentham (1789) first proposed the construct of utility, emotions figured prominently in his theory. Because Bentham viewed utility as the net sum of positive over negative emotions, he devoted a substantial part of his treatise on utility to a discussion of the determinants and nature of emotions. When neoclassical economists later constructed their new approach to economics upon the foundation of utility, however, they rapidly became disillusioned with utility’s psychological underpinnings and sought to expunge the utility construct of its emotional content [...].” As a result, it is argued, we witness deviations from standard economic axioms and violation of them, in real-world.

There are arguments and counterarguments in this regards. According to Rosenberg (1988), “[… i]t seems so obvious that citing the desires and beliefs explains the actions that nothing further need be said or could be said, for that matter.” By this, he means that our readings of human motivations are too narrow and so we should probe deeper into rationality. Moreover, Rosenberg (1992) argues that economics can only make imprecise generic predictions because it is built around folk psychology; and he further adds that complex economic theories are valuable only as applied mathematics, not empirical theory. Winch (1958, 1971) and von Wright (1971), among others, raises the issue of causality in regards to rationality in human actions; they are of the view that by merely giving a reason, say rational agents are utility maximising hedonists, fails to explain the causal attributes behind an agent’s action. Davidson (1963) contends that what distinguishes the reasons that explain an action from those that fail to do so is that the former address the causality of an action. Furthermore, according to Rosenberg (1976, 1980), although the account of rationality within economics differs in some ways from the folk psychology people tacitly invoke in everyday explanations of actions, questions over causality of action still persist. Apart from methodological and causal issues, psychological analyses of economic behaviour has also been discussed from cognitive, experimental and empirical, social, cultural, organisational perspectives.
In this section, I am going to critique rationality based on psychoanalysis, biases and heuristics. They reveal the fact that the ‘rational’ wo/man behaves in a multitude of ways that are far more effective, if not efficient in the neoclassicists’ sense, and convenient in decision-making activities in the real-world.

2.2.1. Psychoanalysis and Rationality

“[…] Psychoanalytic rationality is not just an intellectual act, but an activity full of emotions.”

The works of Sigmund Freud, the founder of psychoanalysis, have revolutionised the Western world’s concept of the “rational wo/man.” According to La Piere (1959), Freud “[…] had the unusual distinction of providing the twentieth century with a new and very radical idea of man, and of living to see that idea rise to a position of dominance in the thought of Western peoples […]” Freud’s interesting line of thinking is that people do not have rational control over many of their actions, which, to a larger extent, are the results of their subconscious drives and instincts.

In this sense, Freud’s work reveals the complex nature of human rationality.

Jacobs (1992) has analysed Freud’s work in an insightful manner. According to him, Freud’s model of the mind entails extra- or non-rational elements, in addition to ‘rational’ ones. In this view, although reasoning occurs in the conscious mind – the ego – but this is only a small part of the whole process; this is because the mind also contains the supposedly irrational elements namely the id and the superego, which lie outside the conscious realm. Moreover, as per psychoanalysis, all actions can be termed as rational considering the host of factors that are involved.

“[…] All behavior is, after psychoanalytic explanation, completely rational in the sense that we come to understand fully why the agent, given his circumstances, did what he did […]”

Treating every behaviour as rational, from the subject’s point of view, given her/his situation, psychoanalysts’ notion of rationality is antithetical to that of the neoclassicists’. Here, Jacobs (1992) argues that even apparently rational mental activities may be motivated by internal urges and/or external forces. Continuing further, he makes an interesting observation. That is, Freud’s thoughts have expanded the scope of rationality in two ways, that are: (a) irrational and non-rational aspects in an action need to be explained further, and (b) various repressed and unconscious motivations, memories and feelings underlying neurotic symptoms (arising out of the said aspects) in people need to be explained, using psychoanalysis, and attempts need to be made to integrate them into the rational self. In this way, Jacobs (1992) claims, the non-rational and/or irrational behaviours can be analysed as special cases of rationality. Because, he says, in Freud’s words:

“[…] Where id was, there ego shall be […]”

Moreover, Lovejoy (1961) opines that ‘[…] man’s “reason” has, at most, a secondary and very small influence upon his conduct and irrational and nonrational feelings and desires are the real efficient causes of all, or nearly all, of man’s actions. […]”
However, there are critiques and criticisms as regards considering irrationality and non-rationality as some other forms of rationality. Mullane (1971) argues that the psychoanalytic way of treating all behaviour as rational is “[…] unsound, and […] the common-sense distinction between rationality and irrationality is justified […]”

Simon (1978) criticised psychoanalytic rationality because it mainly attempts to explain an action based on functional reasons behind it; instead, he has advocated for considering substantive and procedural rationality in explaining human behaviour.

2.2.2. Biases and Rationality

“That all our knowledge begins with experience there can be no doubt […]. But though all our knowledge begins with experience, it is by no means follows that all arises out of experience. For, on the contrary, it is quite possible that our empirical knowledge is a compound of that which we receive through impressions [à posteriori knowledge], and that which the faculty of cognition supplies from itself [à priori knowledge …].”

Bias, or cognitive bias, refers to subjective perspectives with one-sided knowledge, partial judgement, prejudiced point of view, and so on. “[… Cognitive bias generally refers to limited cognitive capacity […],” which is similar to Simon’s BR. A biased individual is seen as non-rational and/or irrational from the neoclassicists’ points of view. In stead of logical reasoning, decision-making is done with other factors those are ignored in the NNR. Loewenstein et al. (1993) and Babcock et al. (1995) opine that it is difficult to avoid biases in the real-world; according to them, people at best tend to significantly underestimate their proneness to bias. Some notable studies on biases have been done by Tversky and Kahneman (1974), Miller and Ross (1975), Kahneman and Tversky (1979), Nisbett and Ross (1980), Fischhoff (2002), among others.

Biases in decision-making and behaviour arise out of: bandwagon effect, base rate fallacy, bias blind spot, choice-supportive bias, confirmation bias, congruence bias, contrast effect, déformation professionnelle, denomination effect, distinction bias, endowment effect, experimenter’s or expectation bias, extraordinarity bias, focussing effect, framing, framing and framing effect, hyperbolic discounting, illusion of control, impact bias, information bias, interloper bias, and consultation paradox, irrational escalation, just-world phenomenon, loss aversion, sunk-cost effect, mere exposure effect, money illusion, moral credential effect, need for closure, negativity bias, neglect of probability, normalecy bias, not invented here tendency, omission bias, outcome bias, planning fallacy, post-purchase rationalisation, pseudo-certainty effect, reactance, restraint bias, selective perception, Semmelweis reflex, status quo bias (or loss aversion, system justification), Von Restorff effect, wishful thinking, zero-risk bias. Biases in probability and belief are due to: ambiguity effect, anchoring effect (or insufficient adjustment), attention bias, authority bias, availability heuristic, availability cascade, belief bias, clustering illusion, capability bias, conjunction fallacy, disposition effect, Gambler’s fallacy, Hawthorne effect, hindsight bias (or I-know-it-all-along effect),
illusory correlation\textsuperscript{1018}, Ludic fallacy\textsuperscript{1019}, neglect prior base rates effect\textsuperscript{1020}, observer-expectancy effect\textsuperscript{1021}, subject expectancy effect\textsuperscript{1022}, optimism bias\textsuperscript{1023}, ostrich effect\textsuperscript{1024}, over-confidence effect\textsuperscript{1025}, positive outcome bias\textsuperscript{1026} (also valence effect), Pareidolia\textsuperscript{1027}, primacy effect\textsuperscript{1028}, recency effect\textsuperscript{1029}, peak-end rule\textsuperscript{1030}, disregard of regression towards the mean\textsuperscript{1031}, selection bias\textsuperscript{1032}, stereotyping\textsuperscript{1033}, sub-additivity effect\textsuperscript{1034}, subjective validation\textsuperscript{1035}, telescoping effect\textsuperscript{1036}, Texas sharpshooter fallacy\textsuperscript{1037}, well travelled road effect\textsuperscript{1038}. Social biases occur as a result of: actor-observer bias\textsuperscript{1039}, fundamental attribution error\textsuperscript{1040}, ego-centric bias\textsuperscript{1041}, Forer effect\textsuperscript{1042}, Barnum effect\textsuperscript{1043}, false consensus effect\textsuperscript{1044}, fundamental attribution error\textsuperscript{1045}, group attribution error\textsuperscript{1046}, positivity effect\textsuperscript{1047}, negativity effect\textsuperscript{1048}, halo effect\textsuperscript{1049}, physical attractiveness stereotype\textsuperscript{1050}, herd instinct\textsuperscript{1051}, illusion of asymmetric insight\textsuperscript{1052}, illusion of transparency\textsuperscript{1053}, illusory superiority\textsuperscript{1054} (also known as superiority bias, Lake Wobegon effect, better-than-average effect, superiority bias, Dunning-Kruger effect), in-group bias\textsuperscript{1055}, just-world phenomenon, notational bias\textsuperscript{1056}, out-group homogeneity bias\textsuperscript{1057}, projection bias\textsuperscript{1058}, self-serving bias\textsuperscript{1059} (also behavioural confirmation effect), group-serving bias\textsuperscript{1060}, self-fulfilling prophecy\textsuperscript{1061}, system justification\textsuperscript{1062}, trait ascription bias\textsuperscript{1063}, ultimate attribution error\textsuperscript{1064}. Memory errors are attributed to: consistency bias\textsuperscript{1065}, cryptomnesia\textsuperscript{1066}, ego-centric bias\textsuperscript{1067}, false memory\textsuperscript{1068}, hindsight bias, reminiscence bump\textsuperscript{1069}, rosy retrospection\textsuperscript{1070}, self-serving bias, suggestibility\textsuperscript{1071}, betrayal aversion\textsuperscript{1072}, and so on.

Many factors give rise to biases. Visceral factors like hunches, gut feelings, intuitions and instincts could give rise to biases as discussed by Schelling (1984)\textsuperscript{1073}, Loewenstein (1996)\textsuperscript{1074}, Loewenstein and Lerner (2003)\textsuperscript{1075}. Lord et al. (1979)\textsuperscript{1076}, Nisbett and Ross (1980)\textsuperscript{1077}, Ross and Nisbett (1991)\textsuperscript{1078} discuss prior beliefs of agents in the formation of biases. Affective elements in people can lead to biases, argue Slovic et al. (2002\textsuperscript{1079}, 2004\textsuperscript{1080}, 2007\textsuperscript{1081}); according to them, ‘[…] “affect” means the specific quality of “goodness” or “badness” (i) experienced as a feeling state (with or without consciousness) and (ii) demarcating a positive or negative quality of a stimulus […]’\textsuperscript{1082} Staw (1976)\textsuperscript{1083} finds that agents can be over-committed to prior decisions, even if they bore negative consequences in past.

Biases arising out of pressure towards conforming with group norms and superiors have been discussed by Asch (1955)\textsuperscript{1084}, Milgram (1963)\textsuperscript{1085}, Janis (1972\textsuperscript{1086}, 1982\textsuperscript{1087}). Archer and Titter (2000)\textsuperscript{1088} deliberate on the contextual and cultural factors entailed in biases. Miller (1976)\textsuperscript{1089} finds that people tend to feel more responsible to successes than failures, leading to biased behaviour. According to Klein and Kunda (1993)\textsuperscript{1090}, people’s superiority perception about themselves can give rise to biases.

Biases owing to inter-temporal inconsistencies of choice have been discussed by Strotz (1955-56)\textsuperscript{1091}, Schelling (1978)\textsuperscript{1092}, Thaler (1981)\textsuperscript{1093}, Laibson (1997)\textsuperscript{1094}, Kunda (1987)\textsuperscript{1095}, Jones and Nisbett (1971)\textsuperscript{1096}, Nisbett and Ross (1980)\textsuperscript{1097}, among others; a major finding from their studies is that individuals may interpret the same information differently in different situations and/or orders of information presentation. Furthermore, Lichtenstein and Slovic (1971)\textsuperscript{1098} Tversky and Kahneman (1974)\textsuperscript{1099}, Wilson et al. (1996)\textsuperscript{1100} postulate the “anchoring effect,” which refers to the adjustment of someone’s assessment, higher or lower, based upon previously presented external information or an “anchor.”
Confirmation bias, i.e., “[…] the seeking or interpreting of evidence in ways that are partial to existing beliefs, expectations, or a hypothesis in hand […]”, has been discussed by Nickerson (1998). Kuhn (1970) discusses confirmatory bias and belief preservation in the development of science; people (scientists) tend to pay less attention to new information which contradicts their prior beliefs, ideas and opinions; i.e., they readily accept evidences confirming their points of views and critically scrutinise disconfirming ones. McHoskey (1995) and Snyder (1984) argue that biased actions could also arise out of reinforced prior beliefs and selective interpretation of information. Festinger (1957) has postulated the “theory of cognitive dissonance,” which stands for motivational accounts that arise from selective attention and differential weighting of information; i.e., people have a tendency to reduce cognitive conflict and resist changing their attitudes, beliefs, and behaviours, or justify or rationalise them. Rabin’s “hypothesis-based filtering” reveals that confirmatory bias arises out of selective scrutiny of evidence; findings from the empirical studies by Lord et al. (1979), Hastorf and Cantril (1954), among others, agree with this.

“[…] Hamilton (1981) defined illusory correlations as the erroneous perception of association between two variables or events.” Smedslund (1963), Chapman (1967), Chapman and Chapman (1967, 1969, 1971), Nisbett and Ross (1980) argue that people can have “illusory correlations” between events when, as a matter of fact, they are uncorrelated or correlated to lesser degrees. According to Bruner and Potter (1964), “[… in decision-making] interference may be accounted for partly by the difficulty of rejecting incorrect hypotheses based on substandard cues […]”

A central theme of rationality says that more information is better for decision-making because it allows a Bayesian updater to improve assessments. However, Tversky and Kahneman (1974) argue that “anchoring” can occur as a natural part of the assessment process itself, even when weak evidence is used to form the initial hypothesis that could lead to difficulties in correctly interpreting subsequent (better) information that contradicts it. Brown and Carpenter (2000), and Shafir et al. (1993) find instances of anchoring in consumer behaviour. Tversky and Kahneman (1974), Simonson and Tversky (1992), focussing on anchoring and adjustment behaviour, show that more information may actually lead to less accurate decisions and that irrelevant choices arising out of them may bias decision-makers.

Wilson and Schooler (1991), Griffin and Tversky (1992), Braun and Yaniv (1992) argue that process of learning may lead to judgemental errors in decision-making because a positive correlation between expertise and over-confidence; this can lead to ignoring new knowledge and stopping further learning.

An individual may give low value to her/his achievements, while comparing his/her subjective expectations and their situational interpretations. For example, Festinger (1957) discussed how an agent compares her/his situation with that of others may lead to biases. Atkinson (1964) viewed them arising out of how s/he compares outcomes against her/his expectations; as per Kahneman and Tversky (1982), from how s/he compares actual outcomes with her/his imagined outcomes. Loss aversion by Kahneman and Tversky (1979) and risk aversion by Kahneman and Tversky (1979, 1982) are some of the notable concepts in this regards.
Kogan and Wallach (1964)\textsuperscript{1136} and Yates (1992)\textsuperscript{1137} argue that as risk is pervasive in our lives, so biases in decision-making are not irrational and/or non-rational. Perloff and Fetzer (1986)\textsuperscript{1138} find that individuals who have not been victimised by negative life events feel relatively at ease with risks than others. Contrary to the general idea that people prefer controllable risks over less dangerous uncontrollable ones, Klein and Kunda (1994)\textsuperscript{1139} find that people’s preference for controllable risks reduces when they take risk for another person rather than for themselves and that such preferences are stronger when the ability required to control outcomes is induced by “I am above average” mentality.

Messick \textit{et al.} (1985)\textsuperscript{1140}, Liebrand \textit{et al.} (1986)\textsuperscript{1141}, Tyson (1990)\textsuperscript{1142}, Morgan (1993)\textsuperscript{1143} find that individuals have self-enhancing biases; for example, they perceive themselves to be more ethical, better on desirable attributes, and make unrealistically positive self-evaluations about themselves. As regards cognitive dissonance, Festinger (1957)\textsuperscript{1144} and, Sherman and Gorkin (1980)\textsuperscript{1145} find that people often prefer to avoid or distort information that challenge comfortable beliefs about themselves and their abilities. Biases arising out of the Ostrich Effect (OE) is a typical case in which people seek less of information that contradicts their optimism about future. People derive utility from beliefs. Research in this regards shows that people who hold optimistic beliefs about the future and positive views of themselves, are both happier (Diener and Diener, 1995\textsuperscript{1146}; Scheier, \textit{et al.}, 2001\textsuperscript{1147}; Petersen and Bossio, 2001\textsuperscript{1148}) and healthier (Baumeister, \textit{et al.}, 2003\textsuperscript{1149}), but not necessarily wiser (Alloy and Abramson, 1979\textsuperscript{1150}; Karlsson \textit{et al.}, 2009\textsuperscript{1151}). This is the fallacy of ostrich-like willful blindness. OE centric bias is particularly important in speculative fields like the stock markets.

Behavioural sciences suggest that Bayesian updating is only one tool out of many that agents use in refining their judgement. In this regards, Offerman and Sonnenmans (1998)\textsuperscript{1152}, while undertaking an experimental study where learning from one’s own experience is compared to Bayesian updating, find that although people learn from their experiences but they fall significantly short of ideal Bayesian updating. According to them, “[… u]sually individual judgmental learning displays systematic biases against the ideal Bayesian model [… P]eople learn both from experience and by imitating successful others.”\textsuperscript{1153}

In a nutshell, as noted by Bazerman and Neale (1992), biases arise out of: “[… (1) [competitive and winning at all cost oriented] irrationality escalating your commitment to an initial course of action, even when it is no longer the most beneficial choice[… (2)] assuming your gain must come at the expense of the other party, and [in the process] missing opportunities for tradeoffs that benefit both sides[… (3)] anchoring your judgements upon irrelevant information, such as an initial offer[… (4)] being overly affected by the way information is presented to you [as a result of framing[… (5)] relying too much on readily available information, while ignoring more relevant data[… (6)] failing to consider what you can learn by focusing on the other side’s perspective[… (7) and finally,] being overconfident about attaining outcomes that favour you […].]”\textsuperscript{1154}
Among various types of biases, I would like to discuss self-serving bias and attribution bias further, which are important in the context of the neoclassicists’ assumption that people act mainly out of self-interest.

2.2.2.1. Self-serving Bias

“[…>] Self-serving bias can affect our perception in much the same way that a flawed eyeglass lens distorts vision. […]”

According to Miller and Ross (1975), the self-serving bias is a human tendency to take credit for success but deny responsibility for failure.

“The self-serving bias refers to a tendency for people to take personal responsibility for their desirable outcomes yet externalize responsibility for their undesirable outcomes. […]”

Shepperd et al. (2008) argue that “[… a]lthough self-serving attributions occasionally reflect a calculated attempt influence audience perceptions or a desperate attempt to defend a desirable self-view, in many instances, they are not calculated, not deliberate, not intentional, and probably not even conscious […]” Babcock and Loewenstein (1997) argue that, irrespective of their experience and learning, people are prone to self-serving bias. This has far-reaching implications for management theory and practice. For example, Prentice (2000) has argued that quality of auditing could be adversely affected by it.

“[W]henever individuals face tradeoffs between what is best for themselves and what is morally correct, their perceptions of moral correctness are likely to be biased in the direction of what is best for themselves [… I]t seems likely that the judgments of auditors, who ostensibly represent the interests of the shareholders but are hired (and fired) by the people they audit, are likely to be blinded to some degree by the incentive for client retention.”

Rabin (1995) hypothesises that individuals whose moral dispositions serve as internal constraints will avoid seeking advice that could interfere with their self-interest. Dahl and Ransom (1999) find its relevance to tithing behaviour. Haisley and Weber (forthcoming) argue that “[…] people can adopt a favorable view of ambiguous risks relative to ones with known probabilities, contrary to the usual attitude of ambiguity aversion, when doing so permits justification for unfair behaviour. […]”

Self-service bias has interesting empirical findings with respect to a particular type of personality – people who self-monitor themselves. Arkin et al. (1979) find that people having high self-monitoring tendencies assume significantly greater responsibility for success than failure under scrutiny, but assume only somewhat more responsibility for success than failure when not; whereas, people having low self-monitoring tendencies assume more responsibility for success than for failure when not under scrutiny, but assume no more responsibility for success than for failure under scrutiny. This implies that when externally scrutinised, high self-monitors are prone to self-serving bias, whereas, interestingly, low self-monitors are indifferent.

“[…>] According to Snyder (1979), high self-monitors are especially concerned with projecting a positive image of themselves to others and are highly responsive to situational cues in order to do so. High self-monitors strive to perform whatever
behaviour is most appropriate in a particular situation. In contrast, low self-monitors are less interested in projecting a positive self-image than they are in expressing their true attitudes and beliefs. They are less sensitive to situational cues and are less concerned with projecting self-images that others will respect. […]”

Furthermore, deliberating upon the assumption that people often use consensus information (that reveals the power of forces at work in situations of interest to elicit one type of behaviour and not another) and other sorts of base rates when making social judgments in novel situations, Krosnick and Sedikides (1990) find that “[… h]igh self-monitors are more responsive to complimentary consensus information [which are self-serving] than are low self-monitors, and low self-monitors are more responsive to threatening consensus information than are high self-monitors […];” furthermore, they suggest that “[…] theories of social judgment and decision making should pay greater attention to disposition-based and situation-based heterogeneity among people in terms of reasoning styles and motives.”

In studies on decision-making, Kunda’s (1987, 1990) postulations on the concept of self-serving bias are widely used. As Marnet (2008) has noted, “[… People generally over-estimate personality or dispositional factors and under-estimate situational factors while judging actions of others and this can be applied to decision-making in corporate governance. Agents may frequently convince themselves of the correctness of their actions. The notion of self-serving inference (Kunda, 1987, 1990) is a fundamental construct in social cognition which plays into this. When there is enough ambiguity to permit this, people have no difficulty in seeing what they want to see. And what they want to see is typically something that is in their self-interest, not a threat to either their self-esteem or career prospects. Such a threat is stressful, and, in group decision-making, upsets cohesion. It is normal, and to a certain degree healthy, therefore, to resist it. This can be one reason why anti-social behaviour in business settings may frequently be less the product of base moral corruption than of the ability of normal people in stressful environments to distort and rationalize their judgement and action.” Moreover, people generally look for immediate gains rather than long-term ones and, act with limited information and resources that they normally can access and manage, which is one of the main reasons for the occurrence of self-serving biases in behaviour; this, according to Jolls et al. (2000), is not surprising if we consider men/women to be boundedly, not fully, rational.

“In human judgement and choice making, myopia often trumps foresight, the immediate typically dominates the important, and people tend to have a preference for gratification sooner than later […].”

2.2.2.2. Attribution Bias

“We might as well give up the fiction
That we can argue any view.
For what in me is pure Conviction
Is simple Prejudice in you. […]”

Attribution bias is a cognitive motivational bias that determines who and/or what was responsible for an event or action, as a result of which people’s judgement may be distorted with respect to factors that actually cause them. Heider (1958), Jones and Davis (1965), Kelley (1967), Ross (1977), Bradley (1978), Nisbett and
Ross (1980)\textsuperscript{1183}, Tetlock and Levi (1982)\textsuperscript{1184}, among others, have studied attribution bias, and argued its inevitability in decision-making.

“[…] People make attributions for the purpose of developing an organized and meaningful view of the world in which they live. […]”\textsuperscript{1185}

Bradley (1978)\textsuperscript{1186} finds that people’s causal attributions are affected by the degree of public scrutiny of their behaviour; this finding has relevance, as we have discussed, in management accounting and earnings management. Thus, they could be determined by situational factors. In this regards, he argues “[…] under certain conditions, esteem needs may be best served by making counterdefensive attributions […].”\textsuperscript{1187} More recently, Doukas and Petmezas (2007)\textsuperscript{1188} and Billett and Qian (2005)\textsuperscript{1189} find that over-confident managers tend to credit the initial success of mergers and acquisitions to their own abilities and may become overconfident and engage in more such deals which could be non-rational or irrational acts.

In regards to explaining factor those are not under their control, agents may resort to attributing their successes and/or failures, mostly the latter, to external forces. One of the plausible reasons for this is conservatism. Shiller (2006) states that “[… a]ccording to a psychological principle of conservatism [bias], people are slow to change their opinions [and behaviour ….]”\textsuperscript{1190} As argued by Edwards (1968)\textsuperscript{1191}, conservatism is a source of attribution bias because people tend to be slow to change, prefer to anchor their beliefs on the ways things have always been done. In the process, they could be slow in adjusting their beliefs and responses to new evidences and may attribute their failure to “I have always done in that way!” “[…] Our reasoning is conservative in the sense that we start with our present view and try to improve it by getting rid of inconsistency and by increasing its coherence in ways that helps us answer questions in which we are interested (Rawls 1971; Goodman 1965; Peirce 1931-58; Quine and Ullian 1970; Dewey 1938) […] which favors beliefs that we already have over propositions that we do not already accept […].] An alternative idea would restrict the conservative bias to certain “foundational” beliefs, such as beliefs about your most immediate experience and beliefs based on the recognition of self-evident truths (Descartes 1637; Foley 1987; Alston 1989; Chisholm 1982).”\textsuperscript{1192} In specific cases, conservatism and representativeness heuristic are complementary mechanisms. In this regards, Barberis et al. (1998)\textsuperscript{1193} have argued that they are complementary because, for example, an investor tends to under-react when confronted with, say, a positive earnings surprise.

There are also criticisms against using biases to explain human behaviour. Harman (2004) cautions that attribution bias could lead to more and more instances of irrational behaviour (and their legitimisation).

“[…] But there is a compelling argument for conservatism and against special foundationalism – namely that special foundationalism leads inevitably to skepticism, and that again one will not be able to learn much of anything if one cannot rely on one’s other nonfoundational beliefs (Harman 2003) […] it would be deeply irrational to reason in a way that leads to skepticism. Any skeptical system gives to wrong results about what one should believe.”\textsuperscript{1194}

Mitchell (2002)\textsuperscript{1195} criticises behavioural analyses of decision making and argues that not all deviations from rational models could be attributed to biases and heuristics, nor
observed deviations always present themselves with the same magnitude. Nevertheless, he agrees that cognitive and environmental factors do affect behaviour.

“[… D]ifferences in education, training, cognitive capacity, thinking dispositions, sex, and cultural background across individuals appear to be reliably associated with different levels of cognitive performances. Furthermore, emotional differences, developmental differences, and different forms of mental processing appear to be associated with different levels of cognitive performance within individuals. Therefore, depending on the characteristics of the individual and the system of thought activated in a particular decision-making situation, the behaviour of different group of individuals and the behaviour of the same individual over time may vary considerably, from perfect rationality to seeming irrationality […]”

On how to make people more rational, Camerer and Hogarth (1999), and Seidenfeld (2001), among others, suggest that de-biasing, training in statistical methods, incentives, accountability, to name a few, may lead to better (rational) performance; but their effectiveness, as Shafir and LeBoeuf (2002) have noted, are not clear. In this context, (Wright, 1984) argues that without an adequate understanding of the underlying processes in decision-making, efforts at de-biasing will continue to give confusing results. In this regards, in the context of behavioural accounting, Shanteau (1989) notes that “[… u]nless more convincing evidence is offered, there does not appear to be much future for the heuristics and biases approach in behavioral auditing research. Instead, the emphasis should be on research which addresses the unique concerns of accountants and auditors.”

2.2.3. Heuristics and Rationality

“[…] Cognition is the art of focusing on the relevant and deliberately ignoring the rest […]”

“[…] Most people […] woefully muddled information processors who often stumble along ill-chosen short-cuts to reach bad conclusions […]”

Heuristic, its Greek root comes from “eureka” that means find or discovery, is introduced into decision-making and problem solving studies by Polya (1945). It stands for experience-based techniques that help in finding, problem solving and learning in order to quickly reach optimal solutions. According to Newell and Simon (1963), heuristic methods are rules of thumb, intelligent guesses, intuitive judgements or simply common sense. In other words, heuristics are general fast-and-frugal ways of decision-making.

“A heuristic is essentially a procedure for problem solving that functions by reducing the number of possible alternatives and solutions and thereby increases the chance of a solution […]”

In other words, people often make snap judgments using quick and parsimonious decision rules known as heuristics or cognitive heuristics.

“[…] The function of heuristics is not to be coherent. Rather, their function is to make reasonable, adaptive inferences about the real social and physical world given limited time and knowledge […]”
Fiedler and Schmid (1996) consider that heuristics are important for decision-making because they: (a) enable a decision-maker to gain cognitive economy (by letting her/him use less mental resources) and, (b) prepare her/him for a changing environment and thus instilling confidence on to her/him.  

According to Stillings et al. (1998), the most fundamental heuristic is the trial and error method. Some of the other well-known heuristics are: anchoring and adjustment heuristic, availability heuristic, representativeness heuristic, naïve diversification (also diversification heuristic), escalation of commitment (sunk-cost fallacy), affect heuristic, peak-end rule, scarcity heuristic, similarity heuristic, contagion heuristic, familiarity heuristic, social proof (also informational social influence, herd behaviour), recognition heuristic, effort heuristic, take-the-best heuristic, fluency heuristic, simulation heuristic, judgemental heuristic. Interestingly, Gigerenzer and Todd (1999) term heuristics oriented decision-making as “ecological rationality.” (See: Figure 2.1.) According to them, as uncertainty and disorder are normal in real-world, so it is rational to adapt to these situations and act effectively.  

“Traditional definitions of rationality are concerned with maintaining internal order of beliefs and inferences […] But real organisms spend most of their time dealing with the external disorder of their environment, trying to make the decisions that will allow them to survive and reproduce (Tooby & Cosmides, 1998). To behave adaptively in the face of environmental challenges, organisms must be able to make inferences that are fast, frugal and accurate. These real-world requirements lead to [the conceptualisation of] ecological rationality […]”  

“We use the term “ecological rationality” to bring environmental structure back into bounded rationality. A heuristic is ecologically rational to the degree that it is adapted to the structure of an environment […] Thus, simple heuristics and environmental structure can both work hand in hand to provide a realistic alternative to the ideal of optimization, whether unbounded or constrained.”  

Scholars also consider some acts as “cognitive errors” rather than heuristics. For example, “[… since financial economists […] tend to relate their hypotheses to the rationality postulate, they see the utilization of such heuristics as deviations from rationality and they call those “cognitive errors” rather than using the psychologists’ more positive word, “heuristics” (cf. Shefrin 2000).”  

Research on heuristics is mainly influenced by the experimental works of Amos Tversky, Daniel Kahneman and their colleagues in the fields of judgment and decision-making, which has spread beyond academic psychology into other disciplines like political science. They have argued that people make use of heuristics to ease decision-making in novel and unfamiliar situations. Although they are quite useful, effective and economic, they also lead to severe, systematic and
predictable errors that violate standard normative axioms of economics, like the Bayes theorem. As Tversky and Kahneman (1971) have noted, such errors are found both in case of naïve subjects and experts.

Tversky and Kahneman (1971) find that people apply the “law of small numbers” in decision-making by which they expect future events to be like past ones, even when they have few past events to refer to and rely on. Kahneman and Tversky (1972) and, Tversky and Kahneman (1974) argue that “representativeness heuristic” is used to “[…] assess the likelihood of an event by how well it captures the salient properties of the process producing it. Although sometimes useful, this heuristic will produce biases whenever features that determine likelihood are insufficiently salient (or when irrelevant features capture people’s attention). As a result, predicting behavior of people relying on representativeness requires both a subjective understanding of how they judge salience and a normative understanding of what features really matter. Bias arises when the two are misaligned, or when people apply appropriate rules ineffectively.”

Tversky and Kahneman (1974) also have discussed availability heuristic, adjustment and anchoring heuristics those are widely used in decision-making. Kahneman and Frederick (2002) claim that cognitive heuristics work by a process called “attribute substitution,” without the conscious awareness of a person; s/he substitutes a more easily calculated heuristic attribute while judging a complex phenomenon; this explains cases in which judgments fail to show regression towards the mean.

Herbert A. Simon is one of the pioneers in the study of heuristics. Simon (1956a, 1990) puts forth the concept of “satisficing,” i.e., “[…] the shortcut of setting an adjustable aspiration level and ending the search for alternatives as soon as one is encountered that exceeds the aspiration level […]”; Klein (1998) supports it. Additionally, Simon (1978) argued that “[… i]n satisficing model search terminates when the best offer exceeds an aspiration level that itself adjusts gradually to the value of the offers received so far […]”. Moreover, Simon (1956a) proposed the “psychological environment” (comprising external factors) that influences behaviour; here, he argues that if the structure of the heuristic is adapted to that of the environment, then simple heuristics perform well. Furthermore, Newell and Simon (1981) argued that intelligence is the ability to use task-simplifying heuristics.

The General Problem Solver (GPS), a computer programme intended to work as a universal problem solving machine, created in 1957 by Simon, Shaw and Newell, is one of the first attempts to study the application aspects of heuristics. The GPS generated heuristics, based on “means-end analysis,” enable decision-makers to solve problems efficiently. It is concerned with analysing available operations, estimating what inputs are acceptable and required for outputs, and creating subgoals that lead closer to the final goal. “Newell and Simon’s [(1972)] model of problem solving was generated from computer simulation and from participants’ think-aloud responses as they worked through problems. According to the model, the problem solver perceives both initial state, the state at which he or she originally is, and the goal state, the state that the problem solver would like to achieve. Both of these states occupy positions within the problem space, the universe of all possible actions that can be applied to the problem, given any constraints that apply to the solution of the problem (Simon, 1999a; Sternberg, 1999) […] According to Newell and Simon’s (1972) model, problem solving is a search through a series of states within a problem
space; the solution to a problem lies in finding the correct sequence of actions for moving from one (initial) state to another (goal) state (Newell and Simon, 1972; Simon, 1999a; Sternberg, 1999) [...] A variety of heuristics can be used for changing one state into another [...] Furthermore, Newell and Simon (1972) also postulate the “generate and test heuristic,” which involves arbitrary generation of solutions until the intended solution is found out. All these findings and suggestions mean that to be rational is also to be adaptable in real-world.

“[…] The mind and the environment are like a husband and wife who must come to terms with each other by mutual adaptation. However, owing to focus on coherence in much research on reasoning and decision-making, the couple has become estranged […]”

In regards to strategy selection and behavioural adaptation, there are interesting lines of thought. Payne et al. (1993) emphasise that a multitude of strategies are available to a decision-maker and s/he chooses among them depending on their costs, accuracy (given constraints), and time pressure. Chi et al. (1988) argue that strategy selection depends on the problem type and the expertise level of decision-makers. Bedard and Chi (1992) find that experts are better problem solvers than novices because they have better knowledge, which, among other things, make them better organised. Gentner (1983) puts forward “structure-mapping theory” as a heuristic, which means that some people map one situation to another analogous but unfamiliar one for problem-solving. Contrary to the widely held belief that more information is better for decision-making, Wilson and Schooler (1991) argue that sometimes people act effectively by relying on their intuition rather than reasoning. Davis et al. (1994) find that sometimes forecast of stock earnings decreases in its accuracy as new information are added, which may be due to poor information integration (between new and existing ones). McKenzie (1994) and, Ambady and Rosenthal (1992) claim that, at times, simple intuitive strategies do well on Bayesian inferences. Hammond (1996a) is under the impression that the performance of heuristics should be based on measures “[…] that relates decision-making strategies to the external world rather than to internal consistency, such as accuracy, frugality, and speed, [which] are called correspondence criteria […]”

Driver and Humphries (1988) argue that in social situations, including some competitive games and predator prey interactions, it can be advantageous to behave inconsistently and unpredictably in order to avoid capture or loss.

Furthermore, culture has a vital role in heuristics, because it has “[…] representational, directive, and affective functions […]” towards behaviour. “[…] Culture is described as a very large pool of information passed along from generation to generation, composed of learned “programs” for action and understanding […]” D’Andrade (1981) argues that “[…] in the process of repeated social transmission and use, cultural programs come to take forms which have a good “fit” to the natural capacities and constraints of the human information processing system.” Moreover, “[… i]n the cognitive paradigm, what a creature does is, in large part, a function of the creature’s internal representation of its environment.” Here, D’Andrade (1984) puts forth the notion of “cultural meaning system” on the basis of which a particular group defines which behaviour is acceptable; This could be viewed as cultural rationality, i.e., culture specific rational behaviour. Moreover, D’Andrade (1987) discusses about “folk model of the mind,” by which he implies that people use common-sense reasoning in everyday life. Interestingly, according to D’Andrade
motives are “goal-schemas,” i.e., “[...] a schema is [...] a procedure by which objects or events can be identified on the basis of simplified pattern recognition [...].” some of which are shaped by cultural underpinnings of the group and community to which an individual belongs to.

Although fastness and frugality in decision-making are defining features of heuristics, yet Gigerenzer and Todd (1999) have postulated a kind of heuristic called the “fast and frugal heuristic” (FFH) which refers to narrowing down alternatives that at least satisfies their objectives in situations where they have limited time and inadequate knowledge.

“[...] Satisficing is a way of making a decision about a set of alternatives that respect the limitations of human time and knowledge: It does not require finding out or guessing about all the options and consequences the future may hold, as optimization under constraints does. However, some forms of satisficing can still require a large amount of deliberation on the part of the decision maker, for instance to set an appropriate aspiration level in the first place, or to calculate how a current option compares to the aspiration level (Simon, 1956b). Rather than let unrealistic mental computation slip back into our picture of human rationality, we narrow our focus still more to concentrate on fast and frugal heuristics for decision making.”

FFH is a departure from the norms of inductive reasoning and mainly based on the concept of BR. It takes into account limitations arising out of limited time, knowledge and cognitive capacity. With it, people employ quick and crude procedures that are less than perfect but work effectively in real-world by enabling an agent to be more adaptive. Technically speaking, FFH implies that agents use non-compensatory strategies in judgments and take one cue into account in their reasoning; which also means that sometimes judgment relies solely on recognition.

“[...] Standard models of optimization, whether constrained or unbounded, assume that there is a common currency for all beliefs and desires, namely, quantitative probabilities and utilities. Although this is a mathematically convenient assumption, the way we look at the world does not always confirm to it. Some things do not have a price tag, and cannot be reduced to and exchanged for any common currency (Elster, 1979). Love, true friendship, military honors, and PhD’s, for example, are supposed to be priceless, and therefore incommensurable with items for sale in a shopping mall. When reasons cannot be converted to a single currency, the mind has little choice but to rely on a fast and frugal strategy that bases its decision on just one good reason [...].”

Oppenheimer (2003), while investigating “recognition heuristic,” an FFH, argues that agents’ judgments do not conform to the recognition heuristic because confusion with other cues could also lead to similar judgments. Newell et al. (2003), examining the use of “take-the-best heuristic,” another FFH, question the predictive power of the FFH studies. Edwards and vonWinterfeldt (1986) contend that “[...] the whole issue of how good human intuitive performance is may be more or less irrelevant to the broader question of human intellectual competence, because if the problem is important and the tools are available people will use them and thus get right answers. Indeed, this is the main difference between experimenters and subjects in experiments on the cognitive illusions.”

There are interesting debates as regards people using heuristics as a decision-making tool. Thorngate (1980) and Hogarth (1981) agree that heuristics let people to be adaptive, especially in dynamic situations. However, Hogarth (1981) argues
that “[…] the more serious criticism [against heuristics] is the failure to specify conditions under which people do or do not perform well. […] He further adds that insufficient attention has been paid to the effects of feedback between organism and environment […].”

Fischhoff (1999) argues that heuristics themselves are imperfect strategies. Contrary to the popular belief that superior performance within contextual domains originates solely from innate abilities, Ericsson and Charness (1994) argue that exceptional performance develops mainly, though not exclusively, from rigorous preparation. Dunbar (1995, 1997) posits that the “use of analogy” in problem-solving is based on deep underlying similarities between the familiar and unfamiliar situations, and hence does not depend on heuristics. For example, he finds that over fifty per cent of analogies, generated at weekly meetings in a molecular biology laboratory, were based on deep structural similarities between problems. On the contrary, Gentner et al. (1993) find that laboratory scientists also sometimes rely on superficial features using analogies. Here, Blanchette and Dunbar’s (2000) findings are important, which reveal that such (wrong) observations regarding participants’ use of superficial features in problem-solving through analogy can be due to the kind of paradigm used by researchers to study analogies. Fischhoff et al. (1979) argue that “[…] people know or can figure out somewhat more than what they have been given credit for in the past […].”

Furthermore, Slovic et al. (1977), Jungermann (1983), Wallsten (1983), Anderson (1987) feels that heuristics research has not been able to develop appropriate theories. According to Wallsten (1983), “[… w]e have now reached the point were it is necessary to develop theories of problem representation and of judgment […].” The research on heuristics should rely less on individual word problems, and more on the systematic manipulation of features in a manner determined by the theory under consideration. Interestingly, Jungermann (1983) argues:

“[…] Research on judgment and decision making has been driven too much by a concern for errors relative to a normative standard the validity of which one can doubt with good arguments. […] This may lead to the] avoid[ance … of] the term rationality in psychology at all […].”

Thus, overindulgence in hypotheses-proving attitudes of researchers can distance them, as we have already discussed, from the actualities of the real-world. As, Etzioni (1988) has noted:

“[…] Social scientists [including psychologists] are too quick to be satisfied with correlations; a theory is to be evaluated by how much of its subject the theory explains, assuming that the subject itself is not trivial.”

Before we start to critique rationality from the sociological perspective, let us briefly put some thoughts in regards to why it is important to understand the sociologists’ arguments on rationality. According to Lewin (1951), behaviour is a function of people and their social environments (i.e., their ‘situatedness’ in society). This is also the basis of social psychology, which studies attitude and behaviour of people in the presence of others. Colman et al. (2008) argue that people tend to reason from collective perspectives. Moreover, various study programmes on group reasoning, including empirical ones aimed at investigating biases and heuristics as regards social cognition and social dynamics aspects of people, also have resulted in behavioural models like social utility model (or transformational model); which
attempts to study people as Homo sociologicus, notes Van Lange (1999)\textsuperscript{1292}. After all, as Simon (1957) has argued, the wo/man is also a social being.

“[…] Herbert A. Simon’s 1957 book Models of Man: Social and Rational is concerned with laying foundations for a science of man that will comfortably accommodate his dual nature as a social and a rational animal. […]”\textsuperscript{1293}

2.3. Sociology and Rationality

“[…] Many economists would separate economics from sociology upon the basis of rational or irrational behaviour […]”\textsuperscript{1294}

‘[…] It is becoming increasingly obvious from the research conclusions of other disciplines (psychology, philosophy, political science, and sociology in particular) that the simplistic notion of “economic man” posited so often in economic literature, is more fancy than fact […]’\textsuperscript{1295}

“Some of the issues also call for going beyond what are often taken to be boundaries of economics – into political, social and philosophical matters. These boundaries are often defined very narrowly, involving partitions that classical economists, such as [Adam] Smith and [Karl] Marx, would not have easily recognized. Some of the modern economics seems indeed to be based on the corset-marker’s old advice: ‘If madam is entirely comfortable in it, then madam most certainly needs a smaller size.’”\textsuperscript{1296}

“[…] Economics is not only an object of social inquiry, but also as a tool of social inquiry […]”\textsuperscript{1297}

Economics is a “[… s]ocial science that analyzes and describes the consequences of choices made concerning scarce productive resources […] It is the study of how individuals and societies choose to employ those resources: what goods and services will be produced, how they will be produced, and how they will be distributed among the members of society […]”\textsuperscript{1298} The word ‘economics’ has its roots in Greek ‘oikos’ meaning family, household, and/or estate, and ‘nomos’ meaning custom and/or law; Thus, economics stands for ‘household management’ or ‘management of the state.’\textsuperscript{1299} Sociology “[…] focuses upon the inter-relationships among and within the various institutions into which human beings form themselves. […] Importantly, it is] the study of social situations as they are, not as they ‘ought’ to be […]”\textsuperscript{1300} The concern of sociologists is with understanding what they study, not with evaluating [or making judgements about] it […]’\textsuperscript{1301} Thus, sociology is the study of society as it is, and not as it ought to be. In regards to the connection between economics and sociology, Reisman (1976)\textsuperscript{1301} notes that even if Adam Smith treated people as Robinson Crusoe like single individuals, yet he acknowledged that people do not live, for that matter behave, in isolation but in social situations; however, the neoclassicists only have taken the Robinson Crusoe aspect of his argument, ignoring the social angle.

“[…] Adam Smith] saw economic actions as forming only one strand in a massive interdisciplinary pattern, and stressed interconnection (of individuals and of academic disciplines) rather than intellectual isolation […] He believed his massive social aggregate to be in the process of change, and sought to predict the direction in which it was evolving […] Also he was an economic determinist, convinced that social and institutional phenomena are principally emanations of a country’s habitual manner of working and earning a living […] Thus, he] saw society as an aggregate of Robinson Crusoes, living together and not in isolation, and interacting with one another in
institutions and according to norms accepted by all participants as proper [...] Such an approach is broader than that usually taken by the economist [...]"\textsuperscript{1302}

Noting the importance of sociological analysis of organisations, Castro (1996) states that “[… a] sociological perspective helps us to stand back from the organizations, interrelationships, and ideas that inform our daily lives so as to see them from the outside. The ability to do that – to deconstruct our situation sociologically as well as historically – is a prerequisite to the ability to reconstruct it ethically [...]”\textsuperscript{1303}

In regards to rationality, contemporary sociologists have quite eclectic points of view. According to Tilly and Tilly (1998), the broad theoretical paradigms in sociology are: rational-actor, Marxist, and structural theories; although Weberian and functional paradigms are noteworthy too, but they are not very prominent.\textsuperscript{1304} The rational actor paradigm is the dominant school of thought in contemporary sociology, which is highly influenced by the RCT. This is not unusual, considering the fact that “[… e]conomics has been one of the idea-exporting disciplines since the 1970s. Rational choice models have expanded not only into the traditional problems of sociology but also of political science, law, and public policy. In philosophies like Rawl’s, it even penetrates the turf of philosophy.”\textsuperscript{1305}

However, irrational behaviour in the neoclassicists’ sense is expected rather than an aberration because people are not purely utility maximising hedonists.

“[…] People typically do not render rational decisions […] Decisions may be regarded as more or less rational, but rarely are they highly rational [in the neoclassicists’ sense].”\textsuperscript{1306}

Etzioni’s (1986) argues that “[…] there is no single agreed upon definition of rationality [as the neoclassicists claim …].”\textsuperscript{1307} Moreover, according to Etzioni (1988), “[…] people have conflicted selves and that they often act inconsistently, non-rationally or irrationally, or rely on institutions to shore up their “higher” self to deal with their “lower” self, these phenomena are expected rather than surprising.\textsuperscript{1308} In this regards, he adds, “[…] far from being limited to economic power, economic actors frequently use political power (their leverage over government) to advance their economic goals […]”\textsuperscript{1309} According to Posner (1973), “[…] rationality means little more to an economist than a disposition to choose, consciously or unconsciously, an apt means to whatever ends the chooser happen to have […]”\textsuperscript{1310} Furthermore, Levine (1982) remarks that “[…] broad statements about rationality tout court […] are simply unsupportable […]”\textsuperscript{1311} In this regards, comparing rational behaviour to a product, Etzioni (1986) states that:

“[…] Non-rational behavior is natural; rational conduct is artificial, it must be manufactured […] Thus it has a cost. The fact that resources must be sacrificed to gain rationality provides empirical evidence that rational behavior is a product.”\textsuperscript{1312}

There are also arguments hovering around the fact that the neoclassical paradigm and its underlying philosophy of utilitarianism has done a disservice to reasoning in general and rationality in particular. For instance, Hirschman (1996) argues “[… p]reviously, reason and revelation had been called upon to define the ends as well as the means of human action and reason was credited with being able to shape such guiding concepts as liberty or equality or justice. But with the utilitarian
philosophy and self-interest-oriented capitalist practice in the saddle, reason come to lose this power [...].” Scott (2000) argues that “[… ] r[ational] choice theory adopts a methodological individualist position and attempts to explain all social phenomena in terms of the rational calculations made by self-interested individuals.” Emphasising on ethical aspects of rationality, Castro (1996) is under the impression that “[… ]thical reasoning […] cannot be altogether divorced from information about what has actually a happened in the world and what is happening there now.”

Post-modern scholars like Foucault (1991b) “[… does not] believe [that] one can speak of an intrinsic notion of ‘rationalization’ without on the one hand positing an absolute value inherent in reason, and on the other taking the risk of applying the term empirically in a completely arbitrary way [… ] He think[s] one must restrict one’s use of this word to an instrumental and relative meaning [… ] According to him, the ceremony of public torture isn’t in itself more irrational than imprisonment in a cell; but it’s irrational in terms of a type of penal practice which involves new ways of calculating its utility, justifying it, graduating it, etc. One isn’t assessing things in terms of an absolute against which they could be evaluated as constituting more or less perfect forms of rationality, but rather examining how forms of rationality inscribe themselves in practices or systems of practices, and what role they play within them, because it’s true that ‘practices’ don’t exist without a certain regime of rationality.”

This, I think, is important in two ways: first, it suggests that there no need to have a Pharaoh who commands what is rational and what is not (as the neoclassicists do); and second, it suggests that rationality is an emergent phenomenon which is embedded not only in time-space constraints of situations but also in the praxes that an individual chooses, being guided by her/his own way of sense-making of the real-world. However Foucault also has noted, practices are bounded by “a certain regime of rationality,” thus not emerging on their own; and, this is interesting considering the fact that presently the dominant regime of rationality is the one advocated by the neoclassical paradigm.

An interesting example of rationality in practice is “McDonaldization.” Ritzer (2004), taking cues from the fast-food chain McDonalds, discusses four elements of rational actions that have emerged through “McDonaldization” of society, which are: efficiency or “[…] the optimum method for getting from one point to another […];” calculability or “[…] the quantitative aspects of the products [… which] is equivalent to quality; a lot of something, or the quick delivery of it, means it must be good […];” predictability or “[…] the assurance that products and services will be the same over time and in all locales [and workers’ behaviour too […]];” and, control or “[… making] the people [customers and employees] who enter the world of McDonalds […] to do what management wishes them to do […].” Interestingly, Ritzer (2004) is of the view that “the irrationality of rationality” – the fifth dimension of “McDonaldization” – arises out of: inefficiency (long queues at checkouts), higher costs and false friendliness (by the staff), disenchantment, health and environmental hazards, homogenisation of products and systems, and dehumanisation of society. McDonaldization, as Ritzer (2004) has noted, is not only confined to fast-food restaurants but has also spread in to other segments of the market like education, healthcare, and so on. Thus, the process of McDonaldization basically refers to “[…] the process by which the principles of the fast-food restaurant are coming to dominate more and more sectors of American society as well as of the rest of the world […].” Furthermore, Ritzer (1983 [2004]) considers McDonaldization as a
dominant mode of rationalisation of society in the same way as Max Weber did with bureaucracy and formal rationality. According to him,

“Webster demonstrated in his research that the modern Western world has produced a distinctive kind of rationality. Various types of rationality had existed in all societies at one time or another, but none had produced the type what Weber called formal rationality [especially in bureaucratic institutions]. This sort of rationality I refer to when I discuss McDonldization or the rationality process in general.”

2.3.1. Max Weber, Bureaucracy and (Formal) Rationality

“Marx and Engels associated the emergence of modern society above all with the development of capitalism; for Durkheim it was connected in particular with industrialization and the new social division of labour which this brought about; for Weber it had to do with the emergence of a distinctive way of thinking, the rational calculation which he associated with the Protestant Ethic (more or less what Marx and Engels speak of in terms of those ‘icy waves of egotistical calculation’).”

“[Max] Weber is widely regarded as a founding figure, often as the founding figure, of sociology […]” Even if the Weberian paradigm is no more a dominant school of thought in sociology, as Tilly and Tilly (1998) have noted, his views still enjoy considerable clout as regards various sociological undertakings on rationality. Weber (1922 [1968]) has postulated that an ‘[…] action is “social” [only] insofar as its subjective meaning takes account of behavior of others and is thereby oriented in its course […],’ where as an ‘[…] action will be said to be “economically oriented” so far as, according to its subjective meaning, it is concerned with the satisfaction of a desire for “utilities” (Nutzleistungen). “Economic action” (Wirtschaften) is any peaceful exercise of an actor’s control over resources which is in its main impulse oriented towards economic ends. “Rational economic action” requires instrumental rationality in this orientation, that is, deliberate planning. We will call autocephalous economic action [or economic action that is independent of external authority] is an “economy” (Wirtschaft), and an organized system of continuous economic action an “economic establishment” (Wirtschaftsfetrieb).”

1324 Furthermore, “[… t]he definition of economic action […] cannot be based directly on “consumption needs” and the “satisfaction” of these needs, but must, rather start out on the one hand from the fact that there is a desire (demand) for utilities […] and on the other hand from the fact that provision is being made to furnish the supplies to meet this demand […]”

Moreover, “[… e]conomic action is primarily oriented to the problem of choosing the end to which a thing shall be applied; technology, to the problem, given the end, of choosing the appropriate means […]” In other words, Weber (1922 [1968]) argued that economic actions are based on utility and “means-ends rationality.”

Although the concept of utility is central to Weber’s concept of economic action, yet he considered it differently than the neoclassicists. According to him, utility has the following characteristics: the used (or instrumental) value of an object, larger than mere “satisfaction of wants,” the presence of chance (i.e., an element of “economic opportunity” in the real-world’s uncertain contexts and contingencies), a thing has more in it than its economic value, and economic utility does not subsume utility per se.

1325 ‘[…] By “utilities” (Nutzleistungen) will always be meant the specific and concrete, real or imagined, advantages (Chancen) of opportunities for present or future use as they are
estimated and made an object of specific provision by one or more economically acting individuals. The action of these individuals is oriented to the estimated importance of such utilities as means for the ends of their economic actions. [...] Utilities may be the services of non-human or inanimate objects or of human beings. Non-human objects which are the sources of potential utilities of whatever sort will be called “goods.” Utilities derived from a human source, so far as this source consists in active conduct, will be called “services” (Leistungen). Social relationships which are valued as a potential source of present or future disposal over utilities are, however, also objects of economic provision. The opportunities of economic advantage are made available by custom, by the constellation of interest. Or by conventional or legal order for the purposes of an economic unit, will be called “economic advantages.” [...] Contrary to the neoclassical paradigm the categories of goods and services do not exhaust those aspects of the environment which may be important to an individual for economic purposes and which may hence be an object of economic concern. Such things as “good will,” or the tolerance of economic measures on the part of individuals in a position to interfere with them, and numerous other forms of behavior, may have the same kind of economic importance and may be the object of economic provision and, for instance, of contracts. It would, however, result in a confusion of concepts to try to bring such things under either of these two categories. This choice of concepts is thus entirely determined by consideration of convenience [...] It would be equally imprecise if all concrete objects of life and of everyday speech were without distinction designated as “goods,” and the concept of a good were then equated to that of a material utility. In the strict sense of utility, it is not a “horse” or a “bar of iron” which is an economic “good,” but the specific ways in which they can be put to desirable and practical uses; for instance the power to haul loads or to carry weights, or something of the sort. Nor can we, in the present terminology, call goods such potential future advantages (Chancen) which appear as objects of exchange in economic transactions, as “good will,” “mortgage,” “property.” Instead, for simplicity’s sake, we shall call the services of such potential powers of control and disposal over the utilities of goods and services, promised or guaranteed by the traditional or legal order, “economic advantages” (Chancen) or simply “advantages” wherever this is not likely to be misunderstood. [...] The fact that only active conduct, and not mere acquiescence, permission, or omission, are treated as “services” is a matter of convenience. But it must be remembered that it follows from this that goods and services do not constitute an exhaustive classification of all economically significant utilities.

In other words, utility, in Weber’s view, is an “advantage” for users, which is measured by the user her/himself, depending on how a good or service is used. Thus, unlike the neoclassicists, Weber’s views of utility is not predetermined and absolute but emergent and relative.

Furthermore, according to Brubaker (1984), “[... t]he idea of rationality is a great unifying theme in Max Weber’s work [...] His methodological investigations emphasize the universal capacity of men to act rationally and the consequent power of social science to understand as well as to explain action. His political writings are punctuated by passionate warnings about the threat posed by unchecked bureaucratic rationalization to human freedom. And his moral reflections build on an understanding of the truly human life as one guided by reason [...] Rationality, then, is an idée-maîtresse in Weber’s work, one that links his empirical and methodological investigations with his political and moral reflections. The notion of rationality, however, is far from unequivocal; Weber himself repeatedly calls for attention to its multiplicity of meanings. [...].”

“[... Weber (1930) notes that r]ationalism is an historical concept which covers a whole world of different things. [...].”
Thus, in Weber’s view, rationality is a multifaceted concept, which is similar to Adam Smith who views rationality as multidisciplinary. Insofar we have gotten a sense of the philosophical underpinnings of Weber’s views on rationality. Now, let us discuss Weber’s views on human behaviour and action.

Weber argues that there are four types of action, namely: (a) purposeful or goal-oriented actions (ziektrational) in which means and ends are rationally chosen; (b) value-oriented actions (wertrational) in which a goal may not be rational but pursued with rational means; (c) emotional or affective motivations oriented actions, which are anchored in various emotional states of the actor rather than in rational aspects of means and ends; and (d) traditional actions, which are guided by customary habits. Furthermore, Weber classified rationality into: (a) practical (evaluating means to accomplish ends), (b) theoretical (abstract and/or logical concepts that attempt to describe, explain, and/or understand the world in terms of models built out of empirical observations and data), (c) substantive (people compare their actions against customs and values and try to act morally; but Weber considered it problematic in modern society because practical means-ends rationalisation of social life makes it difficult for people to lead ethical lives), and, (d) formal (a broader form of rationality, which characterises bureaucratic organisations with institutionalised rules, laws and regulations).

Among them, substantive and formal rationalities have been extensively debated. Weber (1922 [1968]) argued that formal rationality involves calculations of means and ends, whereas substantive rationality involves broader than economic values. The term “formal rationality of economic action” will be used to designate the extent of qualitative calculation or accounting which is technically possible and which is actually applied. The “substantive rationality” is the degree to which the provisioning of given groups of persons (no matter how delimited) with goods is shaped by economically oriented social action under some criterion (past, present, or potential) of ultimate values regardless of the nature of these ends. A system of economic activity will be called “formally” rational according to the degree in which the provision for needs, which is essential to every rational economy, is capable of being expressed in numerical, calculable terms, and is so expressed. In the first instance, it is quite independent of the technical form these calculations take, particularly whether estimates are expressed in money or in kind. The concept is thus unambiguous, at least in the sense that expression in money term yields the highest degree of formal calculability. Naturally, even this is true only relatively, so long as other things are equal. The concept of “substantive rationality,” on the other hand, is full of ambiguities. It conveys only one element common to all “substantive” analyses: namely, that they do not restrict themselves to note the purely formal and (relatively unambiguous fact that action is based on “goal-oriented” rational calculation with the technically most adequate available methods, but apply certain
criteria of ultimate ends, whether they be ethical, political, utilitarian, hedonistic, feudal (ständisch), egalitarian, or whatever, and measure the results of the economic action, however formally “rational” in the sense of correct calculation they may be, against these scales of “value rationality” or “substantive goal rationality.” There is an infinite number of possible value scales for this type of rationality, of which the socialist and communist standards constitute only one group. The later, although by no means unambiguous in themselves, always involve elements of social justice and equality. Others are criteria of status distinctions, or of the capacity for power, especially of the war capacity, of a political unit; all these and many others are of potential “substantive” significance. These points of view are, however, significant only as bases from which to judge the outcome of economic action. In addition and quite independently, it is possible to judge from an ethical, ascetic, or esthetic point of view the spirit of economic activity (Wirtschaftgesinnung) as well as the instruments of economic activity. All of these approaches may consider the purely “formal rationality” of calculation in monetary terms as of quite secondary importance or even as fundamentally inimical to their respective ultimate ends, even before anything has been said about the consequences of the specifically modern calculating attitude. There is no question in this discussion of attempting value judgements in this field, but only of determining and delimiting what is to be called “formal.” In this context the concept “substantive” is itself in a certain sense “formal;” that is, it is an abstract, generic concept. According to Weber (1922 [1968]), even if substantive rationality broader, taking many cognitive and environmental factors into account, yet formal rationality is more common in the real-world because it is practical. Brubaker (1984) argues that “[… t]he distinction between formal and substantive rationality implies that what is rational from one point of view may be non-rational or irrational from another, and vice versa. The implications of this relational, ‘perspectivist’ (Kalberg, 1980, p. 1155) conception of rationality are clear – and sobering. To the extent that people share ends and beliefs, they can agree on their judgements of rationality and irrationality; but to the extent ends and beliefs diverge, so too will judgements of rationality and irrationality. According to Weber, social life is marked by perennial, indeed intensifying conflict over ends […] and beliefs […]” Other scholars who have debated on formal and substantive rationalities are Mannheim (1935 [1940]), Henderson and Parsons (1947), Bentham (1974), Mommsen (1974), among others.

It is interesting to note that there are parallels between Weber’s and Karl Mannheim’s views on rationality. That is, Mannheim’s “substantial rationality” has its counterpart in Weber’s “substantive rationality,” and “functional rationality” with that of “formal rationality.” Mannheim (1935 [1940]) argued that “[… ‘s]ubstantial rationality’ is ‘an act of thought which reveals intelligent insight into the interrelations of events in a given situation’, whereas ‘functionally rational’ is ‘a series of actions’ ‘organized in such a way that it leads to a previously defined goal, every element in this series of actions receiving a functional position and rôle’ (p. 53). Mannheim discovers that ‘functional rationalization by no means increases substantial rationality’ but has, on the contrary, a ‘paralyzing effect on the capacity for rational judgement’ (p. 58). Indeed, such judgement is concentrated in few ‘organizers’, and this in turn helps to account for the ‘appeal to the leader’ (p. 59).” That is, although functional rationality eases decision-making, yet it weakens the rationalisation process because reasoning is done by the few for the masses. Furthermore, according to him, values become subordinate to efficiency when
rationality refers to efficiency as in the case of functional rationality. “[…] In the planned society ‘the religious focus’ is allowed to be what it ought to be, ‘a way of interpreting life from the centre of some paradigmatic experience’ (p. 146). ‘If these paradigmatic experiences evaporate’, Mannheim writes, […] it is obvious that the problem of values contains nothing but the adjustment character of human conduct. Right or wrong only means efficiency, and there is no answer to the question: Efficiency for what? [P. 146; cf. p. 167] […] In other words: ‘rationality that is functional for what?’ a question that can be answered only by substantial rationality, which continues to be lacking […] – but which is needed most urgently because we ‘have a new and extremely dangerous antagonist … Mechanized Barbarism’ […]”

Mannheim’s words have important implications for the NNR because rationality in its broader sense means the use of reasoning in actions in order to accomplish some goals; but they should not exclusively be based on self-interest focussed utility maximisation.

Furthermore, according to Weber, welfare comes from the “gain spirit” aspect of rational behaviour. Moreover, like Adam Smith, he stressed on value based motivation should guide economic behaviour.

“[…] While the major factors leading to capitalist development in the West were rational accounting and technology and law, these alone did not account for the full development of Western capitalism. In fact, Weber maintained that an additional element must have been present in the West which failed to develop in the East. This element, he believed, is the ‘gain spirit’ which was based on rationalization of the conduct of everyday life in general and a rationalistic economic ethics in particular […] By ‘gain spirit,’ Weber meant a system of conduct based on ethical norms which govern commercial activity and which served to bring the economic and religious spheres together […]”

Thus, although Weber spoke about means-ends rationality as the predominant form of rationality, yet he did not consider rationality to be exclusively based on utility maximisation and self-interest, as the neoclassicists do. Importantly, he was aware of the fact that rationalisation does not automatically promote human and social welfare; for which, according to him, people ought to have value-based gain spirit.

“[…] Long-term rationalization processes [according to Weber] are […] rooted in values rather than in interests […]”

It is interesting to note that, like the Kahnemans in (behavioural) economics, unlike the neoclassicists, Weber considered (means-end) rationality as a dynamic, transforming and emergent phenomenon. Bureaucracy, according to him, is such a transformational form of rationality in which practical (means-end) rationality – “[…] the methodological attainment of a particular given practical ends through the increasingly precise calculation of adequate means […]” – dominates all other forms of rationality.

“[…] Weber holds the view that, while all human action is governed by what he calls a ‘means-end rationality,’ this rationality is subjected to change from one historical period to another. For instance, during an earlier period of history, the means and ends of action were governed by […] ethical standards which regulated the means and ends of action according to principles or values which were largely fixed. As societies became more modern, however, the ethical restrictions on the means and ends of action were replaced by a purely technical means for obtaining ends. As a consequences of this, Weber believed that the ‘means and ends’ of action became re-organized so that at some points
the ‘means’ became ‘increasingly more precise in calculating the methodical attainment of given practical ends.’ […] Weber’s point here is that as the new ‘practical rationality’ became dominant by the end of the nineteenth century, its purpose was to eliminate all previous ethical restrictions on action by an orientation to the world based on an active mastery of reality. In the case of bureaucratic means of administration and the sphere of the office, this tended to lead to the development of a system of rationality that was separate from everyday rationality […] According to] Weber […] bureaucracy [is …] a triumph of one form of rationality over another [i.e., its predecessors …].”

Moreover, Weber (1922 [1968]) argued that bureaucracy is the socio-economic archetypical manifestation of formal rationalism; and its proliferation in society lies in its efficiency.

“[…] The decisive reason for the advance of bureaucratic organization has always been its purely technical superiority over any other form of organization.”

The word bureaucracy has its roots in ‘bureau,’ which means an office and/or a workplace where people work. Weber considered bureaucracy as more rational and efficient form of organising than other alternatives that came before it. An administrative system is bureaucratic if it is characterised by “[…] hierarchy (each official has a clearly defined competence within a hierarchical division of labour, and is answerable for its performance to a superior); continuity (the office constitutes a full-time salaried occupation, with a career structure that offers the prospect of regular advancement); impersonality (the work is conducted according to prescribed rules, without arbitrariness or favouritism, and a written record is kept of each transaction); expertise (officials are selected according to merit, are trained for their function, and control access to the knowledge stored in the files) […]” In other words, “[… t]he administrative structure under legal authority is called a bureaucracy; it is a structure characterized by a belief in rules and legal order in the carrying out of organizational tasks. Weber argued that legal-bureaucratic authority had become the dominant organizing principle in modern society, displacing the ad hoc, patriarchal, and patrimonial forms of organization. “The decisive reason for the advance of bureaucratic organization has always been its purely technical superiority over any other form of organization. The fully developed bureaucratic mechanism compares with other organizations exactly as does the machine with the non-mechanical modes of production” (Gerth and Mills, 1958, p. 214) […] The bureaucratic forms of administration had penetrated all institutions […] The spread of bureaucratization was spurred by the general trend of the rationalization of social life.”

On the proliferation of bureaucracy, Weber (1948) reasoned that “[… p]recision, speed, unambiguity, knowledge of the files, continuity, discretion, unity, strict subordination, reduction of friction and of material and personal costs – these are raised to the optimum point in the strictly bureaucratic organizations, and specially in its monocratic form […]” Fayol (1937) contends that in a bureaucratic organisation, “[… t]o prepare the operations is to plan and organize; to see that they are carried out is to command and coordinate; to watch the results is to control […]” Merton (1940) argues that “[… a] formal, rationally organized social structure involves clearly defined patterns of activity in which, ideally, every series of actions is functionally related to the purposes of the organization […]” According to Blau (1965), bureaucracy is “[… a] type of organization designed to accomplish large scale administrative tasks by systematically coordinating the work of many individuals […]” Gouldner’s (1955) has postulated the following kinds of bureaucratic set-ups: “punishment-centered” bureaucracy (i.e. enforcement of rules though sanctions
and coercion), “mock” bureaucracy (i.e. rules are imposed on a group by some outside agency) and “representative bureaucracy” (i.e. enforcement of rules through education and persuasion). According to Pugh et al. (1969), “[…] the concept of a single bureaucratic type is no longer useful, since bureaucracy takes different forms in different settings.” Parsons (1960) and Etzioni (1964), among others, use the term organisation in stead of bureaucracy in order to minimise confusion, because they have argued that the latter, after all, has an “organised” structure.

In spite of its superiority over all other forms of rationality, bureaucracy, however, has its critics, including Weber himself. Weber (1905 [1952]) warned that the rationalist order under capitalism is like an “iron cage” which has imprisoned the mankind; which has achieved a self-momentum which is irreversible and perhaps will continue until “[…] the last ton of fossilized coal is burnt […]” Furthermore, Aldrich (2008) argues that once fully established, “[…] bureaucracy is among those social structures which are the hardest to destroy. Bureaucracy is the means of carrying “community action” over into rationally ordered “societal action.” […]”

In this context, Gerth and Mills (1958) contends that “[…] as an instrument for “societalizing” relations of power, bureaucracy has been and is a power instrument of the first order – for the one who controls the bureaucratic apparatus […]” Aldrich (2008) also argues that “[…] the central feature of the bureaucratising process is to think of it as the exercise of control on the basis of the rational use of information […] A concern for maximizing efficiency […] leads to the creation of organizational models very much like Weber’s conception of bureaucracy […]” Blau (1963) argued that Weber was mainly concerned with regulative, efficiency and goal achievement aspects of bureaucracy; hence he ignored the fact that in the course of its operation new elements, like misuse of power, arise in the internal structures of bureaucracy and its adaptive forms, that influence its subsequent operations and inhibit rational goal attainment.

Similarly, Jacob (1966) also contended that Weber’s obsession with the functional utility of rational-legal bureaucratic systems was crucial for his failure to pay attention to the internal characteristics of bureaucratic institutions that are too rigid to adapt and thus inhibiting rational goal achievement. Thompson (1967) thinks that bureaucracy mainly facilitates organisational management, however, does not do much in letting people comprehend the underlying rationalisation process. This could be due to most, if not all, people under a bureaucratic setting work rather than reason. Moreover, because of its excessive reliance on rules and procedures, bureaucracy, according to Selznick (1948, 1957), is oftentimes visualised as a formal mechanical system in which people behave like machines. As a result, humanistic values are easily lost within bureaucratic ethos, as Hummel (1976) has pointed out. Interestingly, Hummel (1976) also argues that bureaucracy is discomforting to people because it is alien to the human nature.

“[…] First, bureaucracy – whether public or private – is an entirely new way of organizing social life. It succeeds society, just as society has succeeded community. Second, bureaucracy, a world into which we are recruited, differs from society, the world into which we are born, in five ways (1) socially, (2) culturally, (3) psychologically, (4) linguistically, and (5) power-politically. Bureaucracy is a new society and a new culture…. Third, bureaucracy, because it differs from society in these five ways, poses special difficulties for people depending on where they stand […]”
Here, Granovetter and Tilly (1988) note that “[… o]ur encrusted and reified sense that one task is for orderlies, another for nurses, and yet another for doctors [like in a bureaucratic system […] is the result of legal, political, and economic struggles, just as are the names of the professions themselves”.

Some specific concerns against bureaucracy are that: it restricts human freedom, it is paradoxical to the spirit of organisation, it concentrates power and in the process creates conflicts, and its rational structure also has irrational features.

2.3.1.1. Bureaucracy and Freedom

“[… Today it is primarily the capitalist market economy which demands that the official business of administration be discharged precisely, unambiguously, continuously, and with as much speed as possible. Normally, the very large, modern capitalist enterprises are themselves unequalled models of strict bureaucratic organization […]”

We have discussed that, within bureaucratic settings, (formal) rational action comprises of general rules, hierarchy, full-time officials, specialised training, among others; which implies that in these organisations people are constrained by time, space, position and knowledge. Arguing that bureaucracy stifles freedom, Parsons (1937) reasoned that “[… a]bove all bureaucracy involves discipline […] It is the fitting of individual actions into a complicated pattern in such a way that the character of each and its relation to the rest can be accurately controlled. […]”

According to Gouldner (1955), even “Weber [himself] thought of bureaucracy as a Janus-faced organization. On the one side, it was administration based on expertise; while on the other, it was administration based on discipline. In the first emphasis, obedience is invoked as a means to an end; an individual obeys because the rule or order is felt to be the best known method of realizing some goal […] In his second conception, Weber held that bureaucracy was a mode of administration in which obedience was an end in itself. The individual obeys the order, setting aside judgements either of its rationality or morality, primarily because of the position occupied by the person commanding. The content of this order is not examinable.”

In this way, to abide by the rules and regulations of a bureaucratic setting is both intrinsic as regards the organisational behaviour itself and instrumental with respect to organisational functioning; which implies the lack of freedom in bureaucracy.

However, Preston (1987) argues that the notion that bureaucracy stifles freedom arises due to defining freedom inadequately and considering the rigid view of bureaucracy; “[… p]roperly conceived, bureaucracy can provide greater opportunities for freedom than was ever offered by the conformity of traditional institutions or the inequality and uncertainty of the market.”

2.3.1.2. Bureaucracy and the Informality-of-Formality

“[.. T]he informal aspects of bureaucracies are more important to their efficient functioning than are the formal aspects that Weber stressed […]”

Bureaucracy structures formalised, rules based organisations. However, in addition to formal ones, Blau (1955) finds informal aspects like cooperation in bureaucratic workplaces. He, while undertaking field studies in government departments, finds that informal attribute like cooperation between co-workers increase job efficiency. Such attributes, according to him, are not mere deviations or acts of non-rationality.
and/or irrationality but are consistent behavioural patterns which gradually become norms of bureaucracy.\textsuperscript{1387} Elaborating Blau’s points of view in the context of rational-irrationality and irrational-rationality in bureaucratic organisations, Clegg and Dunkerley (1980) state that, “Blau’s concern in his empirical investigation of \textit{The Dynamics of Bureaucracy} (1955) was principally with the question of rationality in organizations. He suggests that Weber’s work on bureaucracy implies a myth that rationality can come only from the top of the organization. This, of course, was the basic view of the scientific management writers […] Blau argues that implicit in Weber’s model (and that of the scientific managers) is the notion that an individual will behave rationally only if his work task is so structured as to deprive him of discretion and judgement, so that prescribed nature of the role is as enforced as possible […] In an empirical study, Blau, in spite of formal arrangement in organisations] found that if, in fact, there was co-operation between officials and if little account was taken of the statistical recording devices, then those officials tended to be more productive than others who adhered firmly to the prescribed [formal] system of assessment. Thus, the competition that was supposed to engender efficiency was less effective in doing so than the spirit of co-operation that sometimes arose.”\textsuperscript{1388}

Here it is imperative to recall the \textit{Hawthorne Studies}, the main force behind the spread of relational management movement in the mid 20\textsuperscript{th} Century, whose findings reveal, among other things, the importance of informal aspects of work culture, like cooperation, and their role in minimising some of the dysfunctional and inefficient facets of organisations, e.g. unfair competition between employees (that are so common in bureaucratic organisations). Taking cues from them, Roethlisberger and Dickson (1939), the first authors to publish comprehensively Hawthorne experiments in 1937, have suggested that workers do have informal organisations inside their formal parent organisations; which they create as mechanisms of social control. This, interestingly, suggests that workers get motivated not only by objective working conditions but also social relationships; moreover, these seemingly meaningless informal workplace attributes like cooperation are actually some methods that workers use to protect them from outside interferences and internal indiscretions.\textsuperscript{1389}

“[… The members of informal groups or cliques in (bureaucratic) organisations …] elaborate […] spontaneously and quite unconsciously, an intricate [and informal] social organization around their [formalised] collective beliefs and sentiments […]”\textsuperscript{1390}

Weber (1947) argued that “[… m]odern organizations typically define members contractually […]”\textsuperscript{1391} Furthermore, according to him, organisations are created to distinguish members from non-members, i.e., some are allowed to participate in the organizational activities and others not.\textsuperscript{1392} Such “[…] boundary maintenance[, according to him,] includes stripping away or attempting to control those aspects of personal identity and external commitments that would interfere with rational decision making […] Emotional attachments cloud judgement and may lead people into “irrational” decisions […]”\textsuperscript{1393} To the contrary, Mumby and Putnam (1992) suggest that “[… such] bounded rationality isolates and suppresses “the emotional/physical self from the process of organizing.” They argued for an alternative model of bounded emotionality, in which “nurturance, caring, community, supportiveness, and interrelatedness [i.e., informal workplace attributes] are fused with individual responsibility [i.e., formal work place attributes] to shape organizational experiences.” […]”\textsuperscript{1394} In other words, bureaucracies are too much
formal for people, who along with being rational are emotional and humane too. Furthermore, job specialisation, according to Moore (1977), is “[… an outstanding feature of the type of organization that may be properly called bureaucratic[…]]”

It supports rational behaviour and enhances efficiency. However, Udy (1959a) is of the view that such specialisations, over and above a threshold, leads to hierarchical differentiation and concentration of power, in the name of proper coordination. Interestingly, according to him, organisations with kinship or obligations oriented informal membership have more instances of such hierarchies than those having voluntary agreements or contractual memberships.

It is argued that positive employee attitude, among other things, depends on personalised informal relationship at workplace. However, Perrow (1979), in opposition to human relations model of management that links positive attitude to better job performance (as proposed by, for example, Hackman and Oldham (1980)) argues that there is little empirical evidence that satisfied employees work more. Furthermore, job and organisational designs aimed at giving “[…] greater meaning to work and fostering a sense of participation and membership in the enterprise […]”, it is also argued, are attempts to increase efficiency through informal means. They have different names. Dore (1973) calls them as “welfare corporatism,” Ouchi (1981) “Theory Z,” Friedman (1977) “responsible autonomy,” Halaby (1986) the “job satisfaction/organizational commitment” (JSOC) paradigm. However, Edwards (1979) argue that they are mere attempts of bureaucratic control;” Burawoy (1983) treats them as “hegemonic despotism.” Thus, scholars have mixed opinions as regards the informal aspects of organisations, including bureaucratic ones. Nevertheless, it is safe to say that formal work attributes of bureaucracy can be found in informal organisations and informal work features can influence the running of formal, bureaucratic organisations.

2.3.1.3. Bureaucracy and, Concentration of Power and Conflict

“[…] On the one hand, [Weber …] noted bureaucracy’s impact in the leveling of social differences, while on the other hand […] it tends to concentrate] the means of administration in the hands of a few […]”

It is argued that bureaucracy bestows power with a few individuals who are up in the organisational hierarchy and makes the many at the bottom mere pawns. In this context, taking a tough stand on hierarchical and bureaucratic structures that are prevalent in society, including organisations, Marx and Engels (1976 [1845-48]) have pointed out that:

“[…] Social relations are closely bound up with productive forces. In acquiring new productive forces men change their mode of production; and in changing their mode of production, in changing the way of earning their living, they change all their social relations. The hand-mill gives you society with the feudal lord; the steam-mill society with the industrial capitalist […] The same men who establish their social relations in conformity with the material productivity, produce also principles, ideas, and categories, in conformity with their social relations […] Thus the ideas, these categories, are as little eternal as the relations they express. They are historical and transitory products […] There is a continual movement of growth in productive forces, of destruction in social relations, of formation in ideas; the only immutable thing is the abstraction of movement – mors immortals.”
Furthermore, it has also been argued that dysfunctions are direct outcomes of hierarchy, because of uneven distribution of power in bureaucratic organisations. Dimock (1959) argued that procedures and rules in bureaucratic organisations lead to centralised decision-making; hence giving rise to delays, red-tapism, shrugging off of personal responsibility, corruption, power-mania among functionaries, etc.\textsuperscript{1408} Jacob (1966) is concerned with extraordinary degrees of power that lie with the leaders in bureaucratic systems.

\textquote{[…] Bureaucratic rule is an evil which, once established is almost ineradicable: It distorts the play of social forces by suppressing its enemies and stimulating its sycophants. Either way it makes gradual reform difficult or even impossible and invites violent revolution as a rule at a high cost of human lives and material resources […]}\textsuperscript{1409}

According to Strauss (1961), oftentimes, in the name of accomplishing organisational goals, actors get obsessed with amassing power.\textsuperscript{1410} In this regards, Jackall (1996) contends that \textquote{[…] the hierarchical structure that is the linchpin of bureaucracy dominates the way managers think about their world and about themselves. Managers do not see or experience authority in any abstract way; instead, authority is embodied in their personal relationships with their immediate bosses and in their perceptions of similar links between other managers up and down the hierarchy. When managers describe their work to an outsider they almost always first say [about to whom they are reporting or in which organisation they are working …] and only then proceed to describe their actual work functions. Such a personalized statement of authority relationships seems to contradict classical notions of how bureaucracies function but it exactly reflects the way authority is structured, exercised, and experienced in corporate hierarchies.}\textsuperscript{1411} Furthermore, he continues, \textquote{[…] the commitments made to top management [from their subordinates] depend on the pyramid of stated objectives given to superiors up the line. At each level of the structure, there is typically “top side” pressure to achieve higher goals and, of course, the CEO frames and paces the whole process by applying pressure for attainment of his own objectives. Meanwhile, bosses and subordinates down the line engage in a series of intricate negotiations – managers often call these “conspiracies” – to keep their commitments respectable but achievable.}\textsuperscript{1412} As a result, \textquote{[…] the subordinate must symbolically reinforce at every turn his own subordination and his willing acceptance of the obligations of fealty […]}\textsuperscript{1413} In this way, bureaucracy led power clustering in the hands of a few also leads of loss of freedom of the many.

Moreover, Jackall (1996) is under the impression that the powerful few in a bureaucratic setting normally give credit for success mostly to themselves rather than where it is due. This becomes a breeding ground for organisational conflict. In this regards he contends, \textquote{[… i]t is characteristic of [the formal monocratic system of authority, as in a bureaucracy …] that details are pushed down and credit is pulled up […] One gives credit […] not necessarily where it is due, although one always invokes this old saw, but where prudence dictates […] A superior may share some credit with subordinates in order to deepen fealty relationships and induce greater efforts on his behalf. Of course, a different system obtains in the allocation of blame [where the unknown, distant employees are usually made the scapegoats and the known get scot-free].}\textsuperscript{1414} For example, \textquote{[… i]n all companies that […] has] studied, the most common topic of conversation among managers up and down the line is speculation about their respective CEO’s plans, intensions, strategies, actions, style, public image, and ideological leanings of the moment […] And] stories
and rumours circulate constantly about the social world of the CEO and his immediate subordinates [...]. And, in the process, Jackall (1996) cautions, emerges a " [...] basic rule [...] that management takes care of itself [...] in good times and bad." These managerial overconfidence can lead to inefficiencies. Here it is imperative to say that Weber, it seems, had foreseen this and suggested for using prudent measures as regards employee selection and promotion in bureaucratic organisations.

"[... For an effective bureaucratic system] individuals are recruited and promoted on the basis of technical expertise and competence, rather than on personal relationships or luck [...]."

"[... Who plans the planner? [... is] a question that [is very crucial in organisations, including bureaucratic ones [...]] because, as Moore (1946) has noted, '[... m]ost breadwinners have jobs or "positions," not trades or firms or businesses; they work for an employer, who may be an individual or a corporation or governmental agency. Even if the employer is an individual, the man who "meets the payroll" is very likely not the one who gives the worker his daily supervision; the supervisor is also an employee, and probably his supervisor in turn." Thus, if reasoning function is left only in the hands of managers, who are also employees, then it could also lead to inefficiency, as Adam Smith had foretold.

"[...] The directors of [... joint stock] companies however, being the managers rather of other people’s money than of their own, it cannot well be expected that they should watch over it with the same anxious vigilance with which the partners in a private copartnery frequently watch over their own [...]"

Furthermore, it is argued that Weber did not take many aspects of the real-world into consideration while emphasising on written and published rules that according to him facilitates prediction of behaviour and activity coordination. For example, as Olsen (2008) has noted, in the latter part of the Twentieth Century, sociologists criticised Weber for his lack of foresight as regards some of the actual happenings inside bureaucratic organisations like conflicts, formation of cliques, favouritism and nepotism, rules being sidestepped by the powerful, slow decision-making due to problems associated with organisational chains of command, etc.

There are also interesting discussions with respect to the dialectic nature of power in bureaucratic organisations. For instance, Blau (1964) has argued that rather than surrendering themselves on to rigid structures of power and/or waiting for their turn to get power from continuously evolving ‘unidirectional’ power patterns, people also use the dialectic aspects of power in their day-to-day functioning in bureaucratic organisations. According to him “[... m]en are frequently confronted by dilemmas posed by conflicting forces and incompatible requirements. While social differentiation, and especially multiple social supports of superior status, resolves dilemmas for individuals, the differentiated status structure tends to give rise to new conflicting forces. The political organization of a society[, e.g., bureaucracy] can be derived from the social transactions among organized collectivities in it, just as the formal organisation of a collectivity can be derived from the processes of integration and differentiation, as well as exchange and competition, within it. Since social forces often have contradictory implications, creating new imbalances in the course of restoring some balance, and since rigidities in social structures may require opposition forces to gather momentum before they can effect adjustments, the dynamics of social
structure is characterized not so much by continuously adjusted equilibrium states as by intermittent reorganizations in a dialectical pattern.**1422 Macintosh (1995)**1423, while discussing about profit manipulation behaviour in large (bureaucratic) organisations, contends the existence of the “dialectic of control.” As regards dialectics of power, Berger and Luckman (2002) argues that “[…] objectivisation [and internalisation] are [three] moments in a continuing dialectical process. […] Society is a human product. Society is an objective reality. Man is a social product. […] Only with the appearance of a new generation can one properly speak of a social world.”*1424 Thus, they are under the impression that social phenomena, including power, are dialectic, rather than static or monotonic. Moreover, March and Simon (1958) discusses about “bilateral monopoly,” or reciprocal interdependence, between firms and employees, when employees have firm-specific skills.1425

2.3.1.4. Bureaucracy and, Rational-Irrationality and Irrational-Rationality

“[…] The growing rationality of life, which Weber believed to be an irreversible historical trend, is again merely another of those evolutionary biases to which Weber was still subject, although he did so much to destroy any unilinear, evolutionary schema of history. At any rate, in these days no one will easily speak of the growing rationality of the world. Paradoxically, one of the most important of Weber’s contributions to sociology has been his insistence on the fundamental and inescapable area of irrationality in social life at all times.”*1426

Merton (1957)**1427, Gouldner (1954)**1428 and Selznick (1953)**1429 caution that with its preoccupation with logical procedures, bureaucracy could lose the sight of substantive organisational goals. They caution not all that is rational produces efficiency and everything that is irrational and/or non-rational leads to inefficiency. For example, Gouldner (1954) finds that anxiety concerning promotion, wage-increase or job-insecurity, may produce greater motivation and inter-personal competition as a result of which productivity could increase; thereby suggesting that such apparently so-to-say non-rational and/or irrational traits like anxiety could also increase efficiency. As Jackall (1996) has noted:

“[…] Just as managers must continually please their boss, their boss’s boss, their patrons, their president, and their CEO, so must they prove themselves again and again to each other. Work becomes an endless round of what might be called probationary crucibles. Together with the uncertainty and sense of contingency that mark managerial work, this constant state of probation produces a profound anxiety in managers, perhaps the key experience of managerial work. It also breeds, selects, or elicits certain traits in ambitious managers that are crucial to getting ahead.”*1430

Furthermore, Merton (1957) argues that certain professional requirements in bureaucratic organisations can be inefficient.1431 For instance, the conceptions like Veblen’s (1904)**1432 “trained incapacity”*1433 and Marcuse’s (1964)**1434 “managerial one dimensionality”*1435 can lead to over-conformation to technical matters and depersonalisation of organisational relationships, among others, which can reduce productivity and efficiency.

The following words from Brubaker’s (1984) aptly summarise the Weberian notion of rationality: “In some respects, rationalization is morally disabling, hindering individuals from leading meaningful and autonomous lives. The ever-widening reach
of capitalism and bureaucracy, for example, threatens to curtail individual freedom from without, while the steady diffusion of a purely instrumental (zweck-rational) orientation erodes ultimate value commitments and thereby threatens to subvert individual autonomy from within. Yet in other respects, rationalization is morally enabling. The extension of scientific knowledge about man and nature, in particular, affords man the opportunity to achieve the special kind of moral dignity that Weber associates with the ethic of responsibility. At the heart of Weber’s moral reflections, in short, is a deeply ambivalent attitude toward the processes of rationalization that have shaped and continue to shape the modern world.”

“In other words, Weber was aware about the intricacies involved in rationality and did not simply explain it away as the neoclassicists have done.

“[…] If this essay [The Protestant Ethic and the Spirit of Capitalism] makes any contribution at all, may it be to bring out the complexity of the only superficially simple concept of the rational.”

2.3.2. Institutionalisation and Rationality

“[…] Norms and values of behaviour [in the context of organisational culture in their wider institutional environment] tend to be internalized, to a greater or lesser extent, by people, as part of tacit knowledge, assimilated in socialization and habituation. […]”

Institutions have crucial roles in the social construction of reality, including the reality concerning rationality. In social theory, institutionalisation stands for the process of creating a system of particular values and norms, specific modes of behaviour, etc., within an organisation, social system, or society as a whole. Weber argued that institutionalisation has a great role in the rationalisation of society. Moreover, Parsons (1990) argues that economic motives are socially conditioned, in the sense that they lead to “institutionalized motivation” or “institutionalized individualism,” i.e., ‘[…] which] is not the direct utilitarian conception of “the rational pursuit of self-interest” but a much broader conception of the self-fulfillment of the individual in a social setting in which the aspect of solidarity […] figures at least as prominently as does that of self-interest in the utilitarian sense […]”

In this context, social construction of reality, i.e., how social phenomena (including behaviour) develop in social contexts, is relevant to zero in on.

Berger and Luckmann (1966) discuss three interlinked processes underlying social constructions of reality: habitualisation, institutionalisation and sedimentation; which address the issues involving the development, predictability and stability of behaviour. The reproduction of social arrangements requires habitualisation, i.e., the development of habits in imposing a social order; “[…a]ll human activity is subject to habitualization. Any action that is repeated frequently becomes cast into a pattern, which can then be reproduced with an economy of effort and which, ipso facto, is apprehended by its performer as that pattern. Habituation further implies that the action in question may be performed again in the future in the same manner and with the same economical effort. This is true of non-social as well as social activity […]”

Institutionalisation refers to the process by which people experience a behavioural trend in the real-world and accept it as an objective reality. They further add that ‘[…] a]n institution has a history that antedates the individual’s birth and is not accessible to his biographical recollection […]’ The institutions, as
historical and objective facilities, confront the individual as undeniable facts [...]. Since institutions exist as external reality, the individual cannot understand them by introspection. He must “go out” and learn about them, just as he must to learn about nature. This remains true even though the social world, as a humanly produced reality, is potentially understandable in a way not possible in the case of natural world. And finally, sedimentation, according to them, occurs when we retain information selectively, according to its relevance to us; and, “[...]
every human institution is, as it were, a sedimentation of meanings or, to vary the image, a crystallization of meanings in objective form [...].” Thus, institutionalisation is a part of the process of constructing the social reality; and, institutionalisation originates from institutions or organisations which exists in their objective reality, i.e., in the real-world.

Scott (1981) views an organisation as an agglomeration of rational, natural and open systems. By rational system, he, like Parsons and Smelser (1956) and Blau and Scott (1962), means that “[...] organizations [are [...] formally established for the explicit purpose of achieving certain goals [...].” By natural system he considers organisations as “[...] collectives whose participants are pursuing multiple interests, both disparate and common, but recognize the value of perpetuating the organization as an important resource [...],” this implies that they consist of participants who have common interest in the survival of the system and to achieve this end, they engage in activities both formally and informally, individually as well as collectively. By open system he refers to organisations as “[...] system[s] of interdependent activities linking shifting coalitions of participants; the systems are embedded in – dependent on continuing exchanges with and constituted by – the environment in which they operate [...],” i.e., organisations exist as a part of the system and unfolds itself dynamically. Thus, according to Scott (1981), the rational system refers to formal rules and predefined goals, the natural system to organisations as a social system where participants act in order to fulfil their individual goals as a result of accomplishing organisational goals, and the open system to organisations as coalitions of people with varying interests that are influenced by their environments.

“[... O]rganizations are goal-directed, boundary-maintaining, activity systems [...].”

Thus, organisations are systems having objectives, boundaries that make them organisations with their own norms and members, and they have an activity set that helps them to realise their objectives.

One of the goal of an organisation is to function efficiently, which can be achieved by either focussing on its internal core competencies, or by importing external strategies and structures that are more efficient than its own and integrating them into its activity set. The latter is a case of institutionalisation through isomorphism that stands for structural similarities between organisations. According to DiMaggio and Powell (1983, 1991), organisational isomorphism refers to creating similar organisations under coercive, mimetic and normative processes. Following Bourdieu’s (1971a, 1973) and, Bourdieu and Wacquant’s (1992) conception of “field” (a social arena), they claim that these processes, in addition to economic factors, are also influenced by relational, cultural and social ones. In this context, Oberschall and Leifer (1986) argue that although efficiency in terms of “[...] eliminating costly externalities with the least possible transaction costs [... is treated
by new institutional economics as one of the main reasons behind the emergence and persistence of various institutions, yet power relations, goal ambiguity and the institutional relativism of choice render efficiency problematic. The sociological criterion of reproducibility may be more relevant where these features hold [...]."

As regards rationalisation of society, including social institutions, Mayer and Rowan (1977) observes that “[...] any formal organizational structures arise as reflections of rationalized institutional rules [...] Formal organizations are generally understood to be systems of coordinated and controlled activities that arise when work is embedded in complex networks of technical relations and boundary-spanning exchanges. But in modern societies formal organizational structures arise in highly institutionalized context [...] Organizations are driven to incorporate the practices and procedures defined by prevailing rationalized concepts or organizational work and institutionalized in society. Organizations that do so increase their legitimacy and their survival prospects, independent of the immediate efficacy of the acquired practices and procedures.” However, Selznick (1967) cautions that ‘[...] in what is perhaps its most significant meaning, “to institutionalize” is to infuse with value beyond the technical requirements of the task at hand [...].”

Berger and Luckmann (1966) argues that ‘[...] the institutional world requires legitimation, that is, ways by which it can be “explained” and justified. This is not because it appears less real. [...] the reality of the social world gains in massivity in the course of its transmission. This reality, however, is a historical one [...] It, therefore, becomes necessary to interpret [...] the meaning [of an institution [...] in various legitimating formulas [...]” Similarly, Scott (2008) argues that ‘[...] for cultural-cognitive theorists, [for whom institutions are automatically legitimated because of shared understanding between institutional members,] compliance occurs in many circumstances because other types of behavior are inconceivable; routines are followed because they are taken for granted as “the way we do these things.” In this way, he opines that “[...] institutions constrain and regularize behavior [...].” According to Selznick (1949), “[...] especially significant are the constraints that arise from] commitments enforced by institutionalization [...] Because organizations are social systems, goals or procedures tend to achieve an established, value-impregnated status. We say that they become institutionalized.” In other words, legitimation of an organisational way of doing things involves explanation (what it is what it is not), justification (why it is superior to other competing ones) and popularisation (i.e., attracting attention of its future members).

After legitimation, the next logical step for institutionalisation to happen is integration of an organisational culture into society. According to Berger and Luckmann (1966), along with legitimation, ‘[...] de facto [...] institutions are integrated [into society]. But their integration is not a functional imperative for the social processes that produce them; it is rather brought about in a derivative fashion. Individuals perform discrete institutionalized actions within the context of their biography. This biography is a reflected-upon whole in which the discrete actions are thought of not as isolated events, but as related parts in a subjectively meaningful universe whose meanings are not specific to the individual, but socially articulated and shared. Only by way of this detour of socially shared universes of meaning do we arrive at the need for institutional integration [...] This has far reaching implications for any analysis of social phenomena. If the integration of an institutional order can be
understood only in terms of the “knowledge” that its members have of it, it follows that the analysis of such “knowledge” will be essential for an analysis of the institutional order in question. It is important to stress that this does not exclusively or even primarily involve a pre-occupation with complex theoretical systems serving as legitimations for the institutional order. Theories also have to be taken into account, of course. But theoretical knowledge is only a small and by no means the most important part of what passes for knowledge in a society. Theoretically sophisticated legitimations appear at particular moments of an institutional theory. The primary knowledge about an institutional order if knowledge of the pretheoretical level. It is the sum total of “what everybody knows” about a social world, an assemblage of maxims, morals, proverbial nuggets of wisdom, values and beliefs, myths, and so forth, the theoretical integration of which requires considerable intellectual fortitude in itself, as the long line of heroic […].

On the pretheoretical level, however, every institution has a body of transmitted recipe knowledge, that is, knowledge that supplies the institutionally appropriate rules of conduct […]. Such knowledge constitutes the motivating dynamics of institutionalized conduct. […] Since this knowledge is socially objectivated as knowledge, any radical deviance from the institutional order appears as a departure from reality […]. The deviants share an inferior cognitive status within the particular social world […].] Knowledge […] is at the heart of the fundamental dialectic of society. It “programs” the channels in which externalization produces an objective world. It objectifies this world through language and the cognitive apparatus based on language, that is, it orders it into objects to be apprehended as reality. It is internalized again as objectively valid truth in the course of socialization. Knowledge about society is thus a realization in the double sense of the world, in the sense of apprehending the objectivated social reality, and in the sense of ongoingly producing this reality. In other words, through integration an organisation’s way of doing things are induced into its individual and/or organisational. Thus, member or actors hold the key in the institutionalisation process; it is after all they who practice a way of doing things and not another.

Scott (2008) notes that actors “[…] assume […] leading roles in the creation and tending of institutions […].” According to Berger and Luckmann (1966), roles arise as a common understanding of actions or ways of doing things that are associated with particular actors. Schütz (1932 [1967]) has discussed this process at length in his discussion of “the world of contemporaries as a structure of ideal types.” As regards this, Berger and Luckmann (1966) argue that “[… w]e can properly begin to speak of roles when this kind of typification occurs in the context of an objectified stock of knowledge common to a collectivity of actors […].] Institutions are embodied in individual experience by means of roles […] The institution, with its assemblage of “programmed” actions, is like the unwritten libretto of a drama. The realization of the drama depends upon the reiterated performance of its prescribed roles by living actors […] Neither drama nor institution exists empirically apart from this recurrent realization. Hence, they claim, “[…] the relationship between man, the producer, and the social world, his product, is and remains a dialectical one. That is, man (not, of course, in isolation but in his collectivities) and his social world interact with each other. The product acts back on the producer […]” In spite of this dialectic nature of the relationship between actors and the real-world, we should not forget the fact that agents only have partially overlapping goals, as argued by Mayo (1945) and Barnard (1938); which could lead to the problem of cooperation between them. While Simon (1945) thinks that complete cooperation
is impossible in organisational contexts, Etzioni (1965) and Weick (1969) are of the view that cooperation is an offshoot of the interaction between individual autonomy and collective interests.

In an institutionalisation process, actors accept and, in the process, get indoctrinated with institutional ethos. In this regards, Pugh and Hickson (1993) argues that a central issue in the context of rational models of organizations is that “[…] why do people in organizations conform to the orders given to them and follow the standards of behaviour laid down for them? […]” One of the plausible explanations to this, as per Etzioni (1961), lies in the different degrees of compliance within organisations; according to him, “[… compliance is] the relation in which an actor behaves in accordance with a directive supported by another, actor's power and to the orientation of the subordinated actor to the power applied […].” Moreover, Richmond (1961) has discussed about the sense of status and security that an individual derives from being a member of an institution, and following its norms, values and customs. Economically speaking, Coase (1937), Williamson (1975), Ouchi (1980) view organisations as mediating mechanisms between its members at lower than the market costs, which is another reason for institutionalisation to occur. Moreover, there are also arguments concerning the role of sanctions in inducing behaviour. Scott (1971), in this regards, argues that “[… a] person ‘internalizes’ or learns a norm to the extent that (other things being equal) he conforms to it at a spatial or temporal remove from sanctions. He learns through sanctions applied by his social environment. Once the norm is learned, the emergence of deviant behaviour following the termination of sanctions is slow. But the learning of norms is never complete, and always involves the expectation that sanctions will be applied. Thus, even when norms are thoroughly learned, when moral commitment is strong and a sense of obligation is reported as keenly felt, the maintenance of both conscience and conformity depends on the existence of sanctions [both perceived and actual].” In a nutshell, people accept institutional ethos for a variety of reasons namely, power, economic benefits, sense of status and security, fear of sanctions, to name a few.

Hinings and Greenwood (2002) are against generalisation attempts as regards institutionalisation. According to them, as there are various types of organisations and each type exhibits its distinctive features, so analysing them through the lenses of institutionalisation may not tell much about them, but about the culture that has institutionalised them. In a similar vein, Mayntz (1964) suggests that “[… o]nce we get down to the question which of its features or properties a particular organization can or should keep invariant against which external influences, and what kinds of regulating mechanisms can serve this purpose, we must obviously leave the level of general propositions for all organizations and are forced to take historically specific conditions into account […].” This, however, does not come without caveats. For example, Simon (1969) viewed the study of organisational behaviour and administrative functioning as “artificial” sciences because “[… objectivity and truth are evasive and no order exists beyond that which is created in the minds of persons and that which is imposed upon the organization by persons […].” Moreover, in regards to particular modes of rationality being institutionalised, Weber was concerned about the institutionalisation of the means-ends rationality as the main mode of reasoning in the process of rationalisation of society.
“[…] Although Weber identified rationalization as a universal, historical process involving emancipation from tradition, he saw this potential as being undermined by an institutionalization of an instrumental or purposive, means-end rationality […]”

Akin to Weber’s maxim that “[…] bureaucracy represents the institutionalization of rationalism [in society…]”, Taylor’s Scientific Management is an instance of the institutionalization of rational processes across the shop-floor; in its extreme view, in the first half of the 20th Century, employees, especially the shop-floor workers, are considered as some self-interested agents who could be influenced by incentive schemes (an utility maximising conception) in order to increase shop-floor productivity and organisational efficiency.

“[…] One of the appeals of scientific management was its comprehensive and rational (critics would say ‘mechanistic’) approach to all the functions and processes within an organization […]”

2.3.3. Taylorism and Scientific Management, and Rationality

“[…] As long as some people are born lazy or inefficient, and others are born greedy and brutal, as long as vice and crime are with us, just so long will a certain amount of poverty, misery, and unhappiness be with us also. No system of management, no single expedient within the control of any man or any set of men can insure continuous prosperity to either workmen or employers. Prosperity depends upon so many factors entirely beyond the control of any one set of men, any set, or even any one country, that certain periods will inevitably come when both sides must suffer, more or less […] Under scientific management the intermediate periods will be far more prosperous, far happier, and more free from discord and dissension. And also, that the period will be fewer, shorter and the suffering less […]”

“THE principal object of management should be to secure the maximum prosperity for the employer, coupled with the maximum prosperity for each employé […] The majority […] believe[s] that the fundamental interests of employés and employers are necessarily antagonistic. Scientific management, on the contrary, has for its very foundation the firm conviction that the true interests of the two are one and the same; that prosperity for the employer cannot exist through a long term of years unless it is accompanied by prosperity for the employé, and vice versa; and that it is possible to give the workman what he wants – high wages – and the employer what he wants – low labor cost – for his manufacturers.”

Frederick W. Taylor is the founding father of Scientific Management movement, also known as Taylorism. According to him, the time-motion study in physics can be applied to factory operations and to formalise and rationalise shop-floor activities to increase human efficiency, which entails “[…] accurate and scientific study of unit times […].” According to Anastasi (1964), Scientific Management aims “[…] to increase productivity by improving performance of workers […]” Moreover, “[…] logically, Taylorism belongs to the chain of development of management methods and the organization of labor, and not to the development of technology, in which its role was minor. […]” Scientific Management, according to Peter F. Drucker, is not concerned with technology; indeed, it took tools and techniques largely as given, and let the management to do the “right” things using them.

Taylor argued that management is a true science and there is “one right way” to perform a job. Only the “first class, right kind of worker” should be selected by the management for a job. Management, along with providing technical supervision,
should also train workers; ironically, the it is not responsible for the execution of work. To increase labour efficiency, Taylor (1911) suggested that we should try: to point out to the workers about the great loss an economy incurs because of inefficient actions; to convince the reader of work manuals that the solution to this problem is Scientific Management, not charismatic (informal) leadership; to convince others, especially the workers, that the best management is a product of defined laws, rules, and principles, or in other words, scientific formalisations. To accomplish these objectives, Taylor suggested: division of labour according to the planning function (of the manager) and the doing function (of the worker); job measurement by “unit times” – i.e., task scheduling that informs workers what is expected from them; incentive schemes based on target achievement; to give emphasis on individual efficiency, not group’s (because people are essentially driven by self-interest); optimum work schedules (because although workers get motivated by wages, they loathe to overwork); to focus on the “higher-order” needs of the management and “lower-order” needs of the workers (e.g., commitment and cooperation are managerial traits, whereas immediate gratifications rather than future rewards motivates workers); decision-making to be solely done by the management (because managers, not workers, know what is best for the organisation); banning trade unions (because they slow down efficiency); and scientific methods for operations. In this way, Taylor emphasised the role of the management, and not the workers’, in achieving efficiency. As Braverman (1974) has pointed out, ‘[…] Management [according to Taylor] could be only a limited and frustrated undertaking so long as it left to the worker any decision about the work. His “system was simply a means for management to achieve control of the actual mode of performance of every labour activity [i.e., the division of labour], from the simplest to the most complicated […]’

According to Taylor, efficiency is a function of rational acts (like, adhering to standard rules of the shop-floor), and non-rational and irrational actions causes inefficiency. For example, according to him, as regards the latter, soldiering is ‘[…] the greatest obstacle to the attainment of [the maximum productivity …] is the slow pace which […] workers adopt, or the loafing or “soldiering,” marking time, as it is called […] which may arise due to] the natural instinct and tendency of men to take it easy […] and] from more intricate second thought and reasoning caused by their relations with other men […] known as] systematic soldiering […] The natural laziness of men is serious, but by far the greatest evil from which both workmen and employers are suffering is the systematic soldiering which is almost universal under all of the ordinary schemes of management and which results from a careful study on the part of the workmen of what they think will promote their best interests.’ Braverman (1974) interprets such observations as follows: “Taylor, always, took the view that workers, by acting in this fashion [soldiering], were behaving rationally and with an adequate view of their own best interests […]” Here, one may argue that workers could be motivated by incentives that are appropriately arranged to create drive and block soldiering, but in real-world, an organisation could have poor management, thereby making it rational for a worker to indulge in soldiering. In such situations, soldiering could be rational from the point of view of workers, but non-rational or irrational as per the management. Thus, rationality in real-world could be a relativistic concept, having one meaning for an individual and another for others, depending on their spatial and temporal ‘locatedness’ and states of mindset.
“Whether the factory is productively efficient or not, the worker [a contractual employee] will feel himself to be an alien there. A man will find it compelling to appropriate, not materially or juridically, but in thought, the places and objects with which he spends his life. A cook says “my kitchen,” a gardener says “my lawn,” and this is as it should be. Legal property is one of the ways to create this feeling, and the perfect social organization would be the one which, by the use of this and other methods, would give a proprietary feeling to all human beings. A worker, except in rare cases, cannot regard anything in the factory as belonging to him in this way. The machines are not his. He uses one or the other depending on which order he receives. He serves them. He does not make them serve him. They are not for him a means of creating something. He is there to make sure that they are fed the materials they require. The relationship between what he is doing and what else is being done at that place remains a mystery to him.”

Furthermore, there are also criticisms against Taylor’s claim that scientific management increases individual efficiency by indoctrinatig them with ‘rational’ shop-floor norms. Fayol (1916 [1949]) argued that better management is not just improving the labour efficiency and the planning of subunits of organisations, as postulated by Taylor; rather it is the need for managers to learn and get trained administratively. In other words, efficiency is not only an outcome of increased labour efficiency but also the managerial effectiveness arising out of their human relationships. According to Moore (1946), “[...] efficiency involves the adoption of the means most suited to securing a particular end, without reference to sacrifice of other ends (cost) and without any restriction on the selection of means except that of intrinsic relationship to the end [...]” Aldrich (1979) views Taylorism as incomplete because it does not take the dynamics of the external environment into consideration. Yuchtman and Seashore (1967) argue that while efficiency has relevance with internal dynamics of an organisation, but effectiveness mainly lies in an organisation’s ability to impress upon its environment in attracting scarce resources, which is not accounted for by Taylor. Hill (1981) thinks that programmes like quality circles are effective means to improve efficiency, by eliciting collective inputs from various employees irrespective of their rank-and-file. According to him, “[... the most far-reaching transformation of conventional employment relationships in modern capitalism can be found in large-scale Japanese corporations, which combine paternalism and bureaucracy in a unique synthesis [...]]” Criticising Taylorism severely, Braverman (1974) argues that the “degradation of work” is a direct consequence of applying rational, scientific management to jobs.

Burrel and Morgan (1979), Knowles and Saxberg (1967), Mayo (1949, 1933), Herzberg (1966, 1964, 1959) and McGregor (1960) have criticised the “economic man” models in Taylor’s writings; especially they have argued that the homo economicus is an unrealistic and morally questionable image of human nature. Interestingly, Morgan (1997) views economic man as a “laughable caricature,” and Donaldson (1995, 1990) suggest to dispatch the economic man into a “realm of fairy tales.” Wagner-Tsukamoto (2008) argues that Taylor’s conceptualisation of the manager and worker – i.e., the latter as self-interested and the former as “heartily cooperative” – is inherently conflicting; and thinks that this is a conceptually paradoxical.

Maintaining organisational orders and process routines that Taylorism celebrates, is also criticised because they are simply untenable in the real-world. For instance, in the sphere of the (capital) economy, according to Knudsen and Swedberg (2007), the concept of order refers to a “[...] ‘general prescription for how to act in
the sphere of the economy, with the purpose of making a profit’ [...]”\(^{1526}\) In other words, it refers to “[...] a prescription for how to act, that is “exemplary” or “obligatory” [...]”\(^{1527}\) However, this is futile if we take into account the contextual factors that are inevitable in the real-world. Furthermore, according to Moore (1947), the sources of “failed actions” are: ignorance, error, immediate results seeking, and unpredictability;\(^{1528}\) which do occur in real-world. Similarly, according to Merton (1936)\(^{1529}\), the “unanticipated consequences of purposive social action” that weaken efficiency of human action arise out of: (a) imperfect knowledge; (b) cognitive limitations, e.g., ‘[...] error may in fact arise where the person attempting to achieve some particular end [...] is in possession of the essential facts, but errs in his weighting of the factors or his inferences drawn from them [...]’ To maintain that error and ignorance are the same thing would be to argue the false position that “facts speak for themselves” and necessarily indicate the course to be followed without exercise of reason [...]”;\(^{1530}\) and, (c) the entailment of “imperious immediacy of interest” that emphasises the attainment of immediate results irrespective of the long-term goals (arising out of organisational “ritualism”). Interestingly, Moore (1997) argues that, in addition to improving man-and-machine efficiency, organisational effectiveness lies in strategic considerations of social contexts and contingencies.

“Effectiveness of industrial management, as distinct from efficiency, rests [...] in part upon gradual elimination of the disturbing factors of ignorance and error, but more especially upon the recognition of the relevant social circumstances (including even plans of management), the operation of which may either facilitate or hinder programs deemed sound on mechanical [and narrow rational] grounds.”\(^{1531}\)

2.3.4. Social Embeddedness of Economic Activities and Rationality

“[...] The importance of technical information in the economy is an especially significant case of an irreducibly social category in the explanatory apparatus of economics.”\(^{1532}\)

Before starting our discussion on social embeddedness (SE), it is important to distinguish between sociation and socialisation; the former refers to a community and the latter is learning the customs and values of a community. As Blau (1964) contends, “[...] All sociation rests on a relationship’s effect which survives the emergence of the relationship [...]”\(^{1533}\) “Sociation” – which is not socialisation – is Kurt Wolff’s rendering of Georg Simmel’s German term, “Vergesellschaftung.”\(^{1534}\) According to Simmel, an individual is a member of many specific groups. In his view, modern society comprises of complex web of interactions and relations between individuals, which introduces “Vergesellschaftung” or “sociation”. Sociation is “[...] the particular patterns and forms in which men associate and interact with one another. [...]”\(^{1535}\) Thus, socialisation leads to sociation; both of which are important in discussions on SE.

According to Wilson (1989)\(^{1536}\), neoclassical paradigm studies inter-firm transactions by linking firms through arm’s-length ties, whereby all relationships are assumed as self-interested, profit-seeking behaviour, even if there are examples of ongoing ties and existence of implicit contracts between firms. Macneil (1978)\(^{1537}\) views them as based on self-interest and profit maximisation rather than any emotional commitments or altruistic attachments.

“[...] Neoclassicists tend to see exchanges as the prime basis of social organization and to view the market as a system unto itself [...]”\(^{1538}\)
Notwithstanding, Moore (1946) argues that the industrial plant is a complex social organisation, which has undeniable relation with society. Moreover, according to the “human relation” management movement, an offshoot of the Hawthorne Study, the manager, among other things, should emphasise on social cooperation for efficiency. It also has been argued that market is dug in society, and various social structures have an effect on market forces – i.e., “[…] economic action is embedded in structures of social relations […]”

“Organizations have their roots in larger social systems […]”

Blau and Scott (1962) argue that there is a dialectic relationship between an organisation and its environment; i.e., “[…] the boundary between an organization and its social context is never entirely clear […]” The social environment influences organizations […] and] organizations influence their environment […]” In this context, Aldrich (1979) contends that “[… a] definition [of the economic organisation] should highlight the social nature of organizations – they are products of, and constraints upon, social relations […]” This concept is the starting point of economic-sociology, which “[…] examines the embeddedness of economic action as a derived variable [of analysis …]” While textbook economics assumes that actors are not connected to one another, i.e., actors are atomistic; economic sociology, according to Smelser and Swedberg (1994), assumes that actors are linked to and influenced by others. “Economic sociology conceives individual exchange as embedded in noneconomic social relationships […]” Here, Etzioni (1988) cautions that such a programme of studying human behaviour does not come without caveats; “[… socio-economics] seeks to integrate elements of economics and of other social sciences into one theoretical system, but not to fuse them […]” As one draws on several disciplines one inevitably sacrifices some detail and even precision in the quest for scope […]”

Social embeddedness of economic activities was first envisioned by Polanyi (1944) and then refined by Granovetter (1985) in his notion of “embeddedness in networks;” the latter argues that economic actions are “embedded” in social relations and networks – i.e., social structures – in stead of society as such.

“[…] M]ost behavior […] including economic ones,] is closely embedded in networks of interpersonal [social] relations […] Behaviours like m]anagers who evade audits and fight over transfer pricing […] act] nonrationally in some strict economic sense, in terms of a firm’s profit maximization; but when their position and ambitions in intrafirm networks and political coalitions are analyzed, the behavior is easily interpreted […]” That such behavior is rational or instrumental is more readily seen, moreover, if we note that it aims not only at economic goals but also at sociability, approval, status, and power. Economists rarely see such goals as rational, in part on account of the arbitrary separation that arose historically, as Albert Hirschman (1977) points out, in the 17th and 18th centuries, between the “passions” and “interests,” the latter connoting economic motives only. This way of putting the matter has led economists to specialize in analysis of behavior motivated only by “interest” and to assume that other motives occur in separate and nonrationally organized spheres; hence Samuelson’s much quoted comment that “many economists would separate economics from sociology upon the basis of rational or irrational behaviour” […]” The notion that rational choice is derailed by social influences has long discouraged detailed sociological analysis of economic life and led revisionist economists to reform economic theory by focusing on its naïve psychology.
My [Granovetter’s] claim here is that however naïve that psychology may be, this is not where the main difficulty lies – it is rather in the neglect of social structure.¹⁵⁵¹

Polanyi (1944)¹⁵⁵², while discussing on the social make-ups of economic life, opined that the embeddedness of economic action in pre-industrial societies are supplanted in modern life by the logic of efficient markets. Schumpeter (1950)¹⁵⁵³, deliberating the effect of inter-firm networks on economic actions, claimed that rather than undertaking cost optimisation, firms could perform better by innovating and organising a shifting network of talent, products and resources. According to Selznick (1948), SE is an outcome of anti-Taylorism and institutional isomorphism.

“[… R]ational action systems are inescapably [… embedded] in an institutional matrix, in two significant senses: (1) the action system – or the formal structure of delegation and control which is its organizational expression – is itself only an aspect of a concrete social structure made up of individuals who may interact as wholes, not simply in terms of their formal roles within the system; (2) the formal system, and the social structure within which it finds concrete existence, are like subject to the pressure of an institutional environment to which some over-all adjustment must be made. The formal administrative design can never adequately or fully reflect the concrete organization to which it refers, for the obvious reason that no abstract plan or pattern can – or may, if it is to be useful – exhaustively describe an empirical totality […].”¹⁵⁵⁴

Along with inter-firm networks, Granovetter (1985)¹⁵⁵⁵ also considers the inter-individual networks and argues that actions are embedded in networks of social relations; neither this has been recognised by the neoclassicists nor Polanyi (1944). White (1981¹⁵⁵⁶, 2001¹⁵⁵⁷), Burt (1992)¹⁵⁵⁸, Swedberg (1997)¹⁵⁵⁹, Uzzi (1997)¹⁵⁶⁰, Baker et al. (1998)¹⁵⁶¹, DiMaggio and Louch (1998)¹⁵⁶², and Podolny (2001)¹⁵⁶³, among others, have also contributed to the literature on SE.

Aldrich (1999) argues that rationality emphasises the “[…] embeddedness of organizations in their [larger social] environments.”¹⁵⁶⁴ This view is also logical if we take an extended view of economic activities. For example, Granovetter (1993)¹⁵⁶⁵ argues that that by fusing together social and economic factors, one can find that relationships continue to exist even after one-time economic transactions; this is important because unlike the neoclassicists’ assumptions that agents become strangers after the completion of a transaction is hard to believe in the real-world because there always exists another time when agents need each other again. In this context, Granovetter (1985)¹⁵⁶⁶ argues that we should focus on what is proper-socialisation in the context of economic activities, i.e., actors are engaged by ongoing social relations. This is important because, according to him, SE could be undermined by two related points of view: first, the under-socialisation view that considers markets consisting of atomised individuals and “[… various classical and neoclassical] theoretical arguments disallow by hypothesis any impact of social structure and social relations [on them …],”¹⁵⁶⁷ and second, the over-socialisation view in which “[…] people [are treated] as overwhelmingly sensitive to the opinions of others and hence obedient to the dictates of consensually developed systems of norms and values, internalized through socialisation, so that obedience is not perceived as a burden […]”¹⁵⁶⁸

“A fruitful analysis of human action requires us to avoid the atomisation implicit in the theoretical extremes of under- and oversocialized conceptions. Actors do not behave or decide as atoms outside a social context, nor do they adhere slavishly to a script written for them by the particular intersection of social categories that they happen to occupy.
Their attempts at purposive action are instead embedded in concrete, ongoing system of social relations [...][1569]

Etzioni (1988) has propounded the “I&We paradigm” of a person, in which he views that rational, self-interested preferences interact with communitarian and social wellbeing. Similar to Granovetter’s (1985) proper socialised view of a person, he argues that ‘[...] there is a close link between the oversocialized [...] , undersocialized [...] , and properly socialized (I&We) view of the person, and the varying assumptions about the intellectual capacity of the human race, “the rationality of man.” The undersocialized view is closely linked to the enlightenment notion, which is very sanguine about an individual’s ability to reason. It assumes that people set their own goals, in neatly patterned ways, and the ways they pursue their goals are open to evidence and to inferences drawn logically – i.e., that people abide, in effect, by the same principles that scientists are expected to follow but often do not. An individual may err in his or her decisions, but when “exposed to valid norms for logical, scientific, and statistical thinking, he will bow down before them, acknowledge his errors, and seek to reform his practices.” [...] This assumption is the core of the neoclassical paradigm. [...] The oversocialization school is linked to what has been called the “romantic” view, that holds that the foundation of knowledge is to be found in the particular culture to which a person belongs. The world is not out there to be discovered, to be known, but is created by “man” (as a collectivity). Not merely ideas and practices, but also the frameworks of thinking, what is considered factual, and logic itself are “beyond the scope of deductive and intuitive reasons … neither rational nor irrational but rather nonrational.” [...] What is logical to a member of one culture is not to a member of another. [...] Etzioni (1988) continues, “[...] The I&We paradigm (one of the larger possible set of deontological paradigms) [...] highlights the assumption that individuals act within a social context, that this context is not reducible to individual acts, and, most significantly, that the social context is not necessarily or wholly imposed. Instead, the social context is, to a significant extent, perceived as a legitimate and integral part of one’s existence, a We, a whole of which the individuals are constituent elements.”[1571]

According to Berger and Luckmann (1966), behaviour is an offshoot of social interactions, social roles and social structures;[1572] however, they have not addressed the drivers behind human actions. Here, Swedberg (2000) argues that self-interest drives behaviour; “[...] that people have interests, and that these interests play a crucial role in determining their behavior, has all too often been ignored by sociologists, or at least pushed into the background.”[1573] He has further added that “[...] while the economists have started out from the idea of interests and tried to develop a way of taking social behavior into account, sociologists have typically done the opposite and developed various ways to “embed” economic action and interests in the social structure.”[1574] Nevertheless, Schelling’s (1971, 1972, 1978) Tipping Model,[1575] Granovetter’s (1985) Social Networks are important modelling efforts on human behaviour, not exclusively devoted to self-interest and utility maximisation. Coleman’s (1990) efforts in synthesising the RCT and sociology are paramount too; he provides theories for linking the individual behaviour to that of organisation’s and then to society as a whole.[1576]

Zukin and DiMaggio (1990)[1577] have segregated SE of economic actions into the following types: structural, cognitive, political, and cultural; according to them,
the first type is concerned with how the quality and network architecture of material exchange relationships influence economic activities, and the last three reflect the social constructionist perspectives on SE. Moreover, Granovetter (2005) claims that social networks enable efficient economic activities because they create effective communication, put in place policing mechanisms and enhances trust levels between transacting agents.

“[…] Social structure, especially the form of social networks, affects economic outcomes for three main reasons. First, social networks affect the flow and the quality of information. Much information is subtle, nuanced and difficult to verify, so actors do not believe impersonal sources and instead rely on people they know. Second, social networks are an important source of reward and punishment, since these are often magnified in their impact when coming from others personally known. Third, trust, the confidence that others will do the “right” thing despite a clear balance of incentives to the contrary, emerges, if it does, in the context of a social network.”

Etzioni (1988) also has underscored the fact that trust is paramount in socio-economic transactions.

“[…] Trust […] is pivotal to the economy, and not merely social relations, as without it [most transactions, including economic ones, won’t take place …].”

Empirical findings in regards to SE also reveal that social relations in fact have commercial ramifications. In this regards, Hirschman (1970) is under the impression that firms do not get any direct feedback when they lose customers; this view is based on the neoclassical paradigm, which treats people and firms as atoms, acting on their own. To the contrary, Helper (1990) argues that the embedded model is more efficient in the real-world. In her study on the embedded relationships between automakers and their suppliers, she reasons that firms in the automobile industry engage with each other and get direct feedback. According to Powell (1990), market transactions take place through either loose collections of individuals who maintain impersonal and constantly shifting ties, or stable network partners who maintain close relationships. According to Bazerman and Neale (1992), negotiation between agents is seen as “[…] a multiparty decision making activity where the individual cognitions of each party and the interactive dynamics of multiple parties [and hence their relationships] are critical elements […].” Uzzi (1996) contends that “[… f]irms organized in networks have higher survival chances than do firms which maintain arm’s-length market relationships […],” and further adds that the extended network of ties has a profound effect on a firm’s performance, even when the extended network is unknown to it or beyond its control. Uzzi (1997) argues that SE is an emergent phenomenon; “[…] in networks of close ties, motivation is neither purely selfish or cooperative but an emergent property of the social structure within which actors are embedded and that rationality is neither purely rational or boundedly rational, but expert […].” Together, the emergent character of motives and the expanded nature of information processing sets embeddedness apart from other logics of exchange and situates social structure as a precondition to all these psychological processes. From the findings of his ethnographic fieldwork, he finds that “[…] embeddedness creates economic opportunities that are difficult to replicate via markets, contracts, or vertical integration”

From the organisational human resources point of view, SE has bearings on morality and power. According to Parsons (1937, 1951), from the perspective of
functionalism. Legitimate power can be gained from socialisation; “[…] the acts of individuals are, in effect, evaluated in terms of their contribution to the social order, which in turn is introduced into the individuals via socialization, and reinforced by social control. […] Typically authority in this context is viewed as legitimate power. […]”

“Durkheim [as cited in Kohlberg (1968, p. 486)] argue[s […] that morality is a system of rules and values provided by society, embedded in its culture, and that individual children acquire these as part of the general transmission of culture […]”

This is why Castro (1996) argues that entry level management staffs and middle managers should be thoroughly aware about morality; “[…] the pivotal problem come not for top leadership regarding whom the importance of at least the appearance of moral probity seems essential – see Bennis and Nanus (1985), and DePree (1989) – but for entry level and middle managers […]”

Furthermore, SE accounts for the increase in efficiency that cannot be estimated by economic calculations. Dore (1983), Smitka (1991), Gerlach (1992), Lincoln et al. (1996) argue that trust and personal ties, rather than explicit contracts, leads to predictability in behaviour that reduces the monitoring cost and also facilitate pooling more resources from outside, as in the cases of Japanese automakers and Italian knitwear sector. Helper (1990) finds that close relationship between firms in the auto industry is an offshoot of their intimate knowledge about each other in regards to tacit and propriety know-how. Larson (1992) and Lazerson (1995) find that successful entrepreneurial business networks are outcomes of knowledge transfer and learning among transacting parties.

SE suggests that social relations also influence the cost of capital. While examining the extent to which the presence of representatives of financial institutions on firms’ boards of directors affect borrowing decisions, Sterns and Mizruchi (1993) find that “[…] once established, a financial interlock provides both a firm and a financial institution with an ongoing opportunity to coopt one another. In addition, the interlock may increase the firm’s access to funds by reducing the governance costs involved in the borrowing transaction. Overall […] results suggest firms benefit from financial interlocks. What the firm’s management loses in autonomy from having the financier on the board, it gains in increased access to external funds.”

Uzzi (1999) has investigated how SE can influence which firms get capital and at what cost; according to him, “[…] firms that embed their commercial transactions with their lender in social attachments receive lower interest rates on loans. At the network level, firms are more likely to get loans and to receive lower interest rates on loans if their network of bank ties has a mix of embedded ties and arm’s-length ties […]”

Abolafia (1996), using ethnographic research to uncover organisational norms and beliefs that historically have influenced stock, bond, and futures markets in the U.S.A., argues that far from being the natural markets of neoclassical thinking, these systems of exchange are results of idiosyncratic social institutions that are produced, reproduced, and challenged by market-makers.

As regards geographical locations of firms, there are interesting discussions hovering around SE. Leung (1993) finds that “[…] relationships between firms, both preexisting social-institutional and subsequent transactional, are important locational and structural determinants of vertically disintegrated activities […]” Lazerson (1995), while studying the “putting-out” or domestic system of production, where trust among transacting agents is very important, claims that such forms of transaction
“[…] represent […] attractive alternative[s] to the centralized factory under certain technological, market, institutional, and social conditions [and, leads to faster market response rates, improved economies of scale and reduced transaction costs ….]”

In stead of narrow short-term gain maximisation and dependency exploitation strategies, Romo and Schwartz (1995) and Dore (1983) find that decisions concerning firms’ locations in the case of regional production networks are based on firms’ strategic thinking to developing long-term, cooperative ties.

SE also has a vital role in building and sustaining customer and supplier relations. Moorman, et al. (1992), while studying the role of trust between users and providers of market research data, find that “[…] trust and perceived quality of interaction contribute most significantly to research utilization, with trust having indirect effects through other relationship processes, as opposed to important direct effects on research utilization […]”

Podolny (1994), while studying alternative organisational response to market uncertainty, argues that “[…] in order to avoid the problems posed by market uncertainty and forestall market failure, organizations adopt a more social orientation, taking the social structural position of potential exchange partners as cues and adhering to a principle of exclusivity in selecting exchange partners […]”

Furthermore, SE has implications on organisational restructuring. According to Palmer et al. (1995), who have investigated the 1960s predatory firm takeovers in the U.S.A., “[… c]onsistent with the “embeddedness” perspective […] the likelihood of acquisition […] is influenced by a firm’s position in the resource-dependence network of the economy as well as the position of its managers and directors in the firm’s ownership structure and in the social network of business elite. Specifically, firms run by central managers and directors were less susceptible to predatory takeover – ownership relationships dominated over ties among business elite […]”

As regards to the correlation between SE and firm survival rates, Baum and Oliver (1992) find that SE has positive effects on initial growth in number and long-run survival prospects of firms, in particular industry sectors. Although Uzzi (1996) has similar findings, he thinks that expecting too much from SE in this regards could also be counterproductive; “[…] embeddedness is an exchange system with unique opportunities relative to markets and that firms organized in networks have higher survival chances than do firms which maintain arm’s-length market relationships. The positive effect of embeddedness reaches a threshold, however, after which point the positive effect reverses itself.”

Despite all these arguments in support of SE, there are also criticisms against it. One of the main accusations is that SE generates economic inefficiencies. Peterson and Rajan (1994) argue that social relations have minimal effects on economic transactions and, as a matter of fact, create inefficiencies by hiding various transactions from the market analyses. Portes and Sensenbrenner (1993), while studying immigrant enterprises in the U.S.A., discuss negative aspects of the notion of social capital among these entrepreneurs; according to them, higher social capital could lead to the loss of individual freedom (for community cohesion) and increase the cost towards community solidarity. Interestingly, they also opine that ‘[…] s]ocial capital is generated by individual members’ disciplines compliance with group expectations. However, the motivating force in this case is not value convictions […]
but the anticipation of utilities associated with “good standing” in a particular collectivity. As with reciprocity exchanges, the predominant orientation is utilitarian, except that the actor’s behavior is not oriented to a particular other but to the web of social networks of the entire community. According to Uzzi (1997):

“[… Granovetter’s (1985) work, in its present form] lacks its own concrete account of how social relations affect economic exchange […]”

2.3.4.1. Social Exchange Theory and Rationality

“RCT [Rational choice theory] wants to replace Homo sociologicus with Homo economicus, because the former is regarded as a cultural or structural ‘dope’ […]”

By Homo sociologicus, Dahrendorf (1968) refers to a conceptualisation of the human being people whose actions and behaviours are determined by her/his social roles.

“Social science has […] presented to us with at least two new and highly problematical creatures whom we are unlikely ever to encounter in our everyday experience. One is the much-debated homo oeconomicus of modern economics […] or the] thoroughly rational man […] The other is the] psychological man (as Philip Rief called him) […] who even if he always does good may also want to do evil – the man of invisible motives […] In general, economists and psychologists have not been prepared to face the contradiction between their artificial human being and the real one; their critics have usually belonged only marginally to the profession. Perhaps their attitude is right, for what we have apparently grown so accustomed to homo oeconomicus and psychological man that a protest against these concepts is rarely heard. But our acceptance of the “men” of economics and psychology does not make the dilemma they stand for any less real. Moreover, with the rapid development of social science two new scientific “men” are coming into being: the men of sociology and political science […] homo sociologicus and homo politicus […]”

In other words, the concepts of Homo economicus and the psychological man can be further enriched by the introduction of the Homo sociologicus. This has important bearings on the “social exchange theory” (SET).

Homas (1958) is widely credited with the theorisation of SET; utilitarianism holds the guiding principles of the SET. In SET, human interactions in negotiated exchanges are analysed on the bases of cost-benefit analyses and comparisons of alternatives. Commenting on cost-benefit aspects of behaviour, Homans (1958) posits that […] social behavior is an exchange of goods, material goods but also non-material ones, such as the symbols of approval or prestige. Persons that give much to others try to get much from them, and persons that get much from others are under pressure to give much to them. This process of influence tends to work out at equilibrium to a balance in the exchanges. For a person engaged in an exchange, what he gives may be a cost to him, just as what he gets may be a reward, and his behavior changes less as profit, that is, reward less cost, tends to a maximum […]”

Such interpretations concerning social exchange are similar to the NNR view of the rational action, and tantamount to the view of a person as a utility-maximising hedonist.

However, Blau (1964) has treated socio-economic exchanges as socially embedded. According to him, “[…] social exchange, broadly defined, can be considered to underlie relations between groups as well as those between individuals; both differentiation of power and peer group ties; conflicts between opposing forces
as well as cooperation; both intimate attachments and connections between distant members of a community without direct social contacts [...]. Moreover, has reasoned that "[...] not all human behavior is guided by considerations of exchange, though much of it is, more than we usually think. Two conditions must be met for behavior to lead to social exchange. It must be oriented toward ends that can only be achieved through interaction with other persons, and it must seek to adapt means to further the achievement of these ends [...]." Importantly, contrary to Homas (1958), Blau (1964) argued that some social exchanges cannot be calculated by strict price mechanisms; "[...] social exchange [for example, trust [...] is superimposed upon [...] strictly economic transactions [...] in contrast to economic commodities, the benefit involved in social exchange do not have an exact price in terms of a single quantitative medium of exchange, which is another reason why social obligations are unspecific [...] The obligations individuals incur in social exchange [...] are defined only in general, somewhat diffused terms [...]." This line of thought is a direct negation to the neoclassicists’ assumptions of people. Furthermore, there is no denying of the fact that Blau (1964) supported analyses of behavior on the basis of rationality, irrespective of whether reasoning was a motivation, yet he also argued that people whose actions are not aimed solely at obtaining specific material advantages "[... are not necessarily] irrational but may mean that it is wertrational rather than zweckrational, that is, oriented to the pursuit of ultimate values rather than the pursuit of immediate rewards [...]." He reasons this in the following manner: "[...] A basic reward people seek in their associations is social approval, and selfish disregard for others makes it impossible to obtain this important reward [...]." Furthermore, according to Thibaut and Kelley (1959), people engage in social exchanges because of various motives: anticipated reciprocity, expected rise in reputation, power and prestige, altruism, direct rewards, etc. Miller (2002) criticises the SET on the grounds that: (a) it reduces human interactions into purely (economic) rational processes; (b) it postulates the formation of linear relationships, which, once again may not always be the case; (c) it assumes that the ultimate goal of a relationship is intimacy, which may not always be the case; (d) it emphasises freedom and transparency as important facilitators in relationship building between interacting parties/agents which at times may not be the best option.

"[...] Various types of social and economic exchange do have consequence for the meanings and structures of freedom [...]."

2.3.5. Freewill and Sovereign Action, and Rationality

"For Voltaire, reason served to liberate men from superstition, bigotry, and intolerance. For Montesquieu, reason applied to the study of political forms could enable men to devise a constitution which realizes the greatest possible freedom. For Diderot, to follow the laws of reason was to shake off the yoke of authority and tradition [...] For Kant, rationality is a property of human subjects that appears when their mental powers are developed to the point of achieving cognition according to principles [...] and rationality in the form of practical reason (a kind of subjective rationality) promotes both human autonomy (a kind of subjective freedom) and civil liberty (a kind of external or objective freedom)."

"[...] Freedom is to think differently than what one already knows [...]."

Are rational agents sovereign enough to act freely? According to one view, no free action could be rational. For example, Strawson (1986) argues that "[...] to be a free
agent is to be capable of being truly responsible for one’s actions […] and] to be capable of being truly responsible for one’s actions is to be capable of being truly deserving of praise and blame for them […]”

On the basis of this, Strawson (1995) opines that no free, i.e., undetermined, action is rational. Yet there is another view that all free actions must be rational. For example, according to Kane (1996) “[… if the action did have such a sufficient reason for which the agent was not responsible, then the action, or the agent’s will to perform it, would have its source in something that the agent played no role in producing […] Ultimately responsible agents must not only be the sources of their actions, but also of their will to perform the actions […]”

Taking a middle path, Vollmer (2004) argues that “[…] there is no necessary connection between freedom and rationality. Some free actions are rational, others are not.”

Interestingly, there is another view that considers money as a promoter of not only rationality by enabling people to be calculative but also freedom by letting people to keep their selves out of socio-economic transactions, whatsoever. “[…] Simmel […] has proposed] a new mode of rational activity manifest in the pervasive utilization of money as a generalized medium of exchange. Money, Simmel writes, favors the ascendancy of intellectuality over emotional responses. Being a quantitative measure, the repeated use of money required the development of calculative skills and habits. Being a strictly instrumental possession – money is the absolute tool, the means flexible enough to serve any end whatsoever – its habitual use requires that considerable energy be devoted to the rational analysis of costs and benefits, means and ends […] Money promotes freedom in the sense of individualized self-development, by providing an effective means of differentiating between the subjective center and the objective achievement of a person. Individuals’ performance may be paid for with money while their persons remain outside the transaction. Conversely, individual persons can be supported as such by monetary contributions from anonymous others, while their specific performances remain free from financial considerations. Further in this vein Simmel argues that the separation of workers from their means of production (for which “a money economy paved the way”), while viewed by some as the focal point of social misery, may rather be viewed “as a salvation” insofar as it provides conditions for the liberation of the worker as a human subject from the objectified technical apparatus of productivity ([1907] 1978: 337) […] However, Simmel also argued that there are negative consequences arising out of situation with excessive freedom and rationalisation because they are sources of alienation of the self from its surrounding.

Debating on the freewill and freedom of the neoclassicists’ rational agent, De Uriarte (1990) opines that such an agent is a “programmed individual” who craves to maximise her/his utility; implying that s/he does not have a freewill at all, or if s/he has then it has no relevance to socio-economic activities because what it does are just mathematical operations involving computations and estimations, like ranking preferences.

“[…] If an individual acts so as to maximize utility, then that person must follow a rule that reliably leads him to a certain utility maximizing combination [in the case of a transaction …] But if this is to be a theoretically adequate generalization, it must also structure the actions of the agent in predictable ways so that when conditions change, […] transacting] patterns change – otherwise we would not be in possession of a scientifically verifiable theory. In a word, this rule would render all actions of the agent to be
reactions, properly speaking […] But what then is left of the freedom this agent possesses? He did not apparently bring it with him to the market. If he were indeed rational in the economic sense, he simply could not. From the moment the agent selects and ranks preferences, the entire range of possible economic actions in the marketplace is defined. In the market, where all economic events, decisions, and actions transpire, the agent is not free in fact but programmed. He is programmed to maximize utility. Thus individual freedom encompasses, but in no genuine sense goes beyond, the selection and ordering of preferences and the decision to enter the marketplace. From thereon out the agent passively, programmatically, responds to the vicissitudes of the market. The agent himself, however, is not capricious but calculating. There is no room for the agent’s creative expression in the economic sphere. The agent is free only to alter his preferences, an inherently non-social and non-economic act. Therefore the individual’s free will is essentially non-economic as well.\textsuperscript{1640}

Furthermore, Latsis (1976b) opines that it is paradoxical the manner in which neoclassical economics lumps agents’ freewill and their “situational determinism”\textsuperscript{1641} oriented behaviour.\textsuperscript{1642} According to him, such agents are “[…] just puppets which do not act – they merely react.”\textsuperscript{1643} Interestingly, Tönnies (1955) debates that agents act by taking into consideration a complex notion of rationality that is a combination of “rational will” and “natural (free) will,” which entails general intentions, specific ends and appropriate means, and serves as an instrument for coping with the real-world.\textsuperscript{1644} He argued that people only have “imaginary freedom;” i.e., “[…] in defining his rational will as disposal of means [in the neoclassical sense], man transforms a piece of his imaginary freedom into its very opposite. His own master otherwise, man becomes, in thus pledging himself, his own debtor and servant. […] In the process, there is the] absence of freedom in relation to one’s self, i.e., self-compulsion […]\textsuperscript{1645} In other words, the rational-will is the “[…] negative of (subjective) freedom [and free-will, because actions arising out of it involve] diminution of individual power […]”\textsuperscript{1646} According to Searle (2001), in most rational actions there are gaps between motivation and action, which is the ‘[…] “freedom of the will” […]’\textsuperscript{1647} Moreover, even though all rational activities presupposes freewill, freedom, he argues, is possible only where one has a choice among both rational and irrational options.

Furthermore, Barnes (2000) argues that an agent acts rationally not only on the basis of the NNR but also the knowledge s/he acquires from his connections with social contexts and contingencies; and in this sense her/his actions are not free but contingent upon many factors, including the fact that s/he, in addition to being a calculating utility maximising agent, is a Homo sociologicus having social relations and associations that influence her/his behaviour.

“Calculative actions are not mere manifestations of the rationality of ‘the individual’. Reflection on the role of knowledge in calculation may enrich our understanding of what is involved. Stocks of knowledge are carried by collectives as part of their culture, and different collectives carry different stocks. When an individual makes a rational calculation, the outcome will depend on which stock of knowledge is drawn upon, how much it has been assimilated, how it is utilised. The calculation will reflect not the fixed and given rationality of ‘the individual’ but her contingent involvement in specific social relations and social processes. Moreover, because of this involvement, routine reference to a calculated action as freely choosen action is no longer possible. Or rather, it is no longer possible unless free choice may properly be imputed to an agent who, far from acting independently, acts rationally only by acting as she is authorised to act as a member.”\textsuperscript{1648}
2.3.6. Individualism and Rationality

“Economic individualism is given added support in the value system of our society by
the prevalence of individualistic [atomistic] notions in other fields of activities […]”

In its quest to spread its own model of rationality, the neoclassical paradigm
advocates for individualism at the cost of communalism. According to Bourdieu
(1998b), in the work-sphere, “[… the notion of separatedness of the individual from
group, community and/or society] comes through the setting of individual objectives;
individual appraisal interviews; personal increments or bonuses based on individual
competence or merit; individualized career paths; strategies of ‘responsibilization’
[…] all methods of rational control which, while imposing over-investment in work
 […] combine to weaken or destroy collective references and solidarity […]”

Furthermore, Archer and Tritter (2000) argue that one of the major thrusts of the
RCT is to destroy collective solidarity, whatsoever, and encourage individualism;
because, among other things, it emphasises on objective and measurable aspects of
behaviour. Castro (1996), looking at it from the organisational context, states, “[…
in highly coordinated hierarchical enterprises] career success is a pivotal goal and
 […] success is often dependant on narrowly defined performance measures […]”
which promotes individualism at workplaces. At the social level, Mannheim raises
the issues concerning the rationalisation of society and whether society should be
studied at the individual or “organic” level. According to him, this is important
considering the fact that there is a “[…] spread of atomi[stic] individualism to the
masses [or society …].”

However, Moore (1946) argues, “[… d]espite the ubiquity of individualistic
conceptions in our culture, there are fairly obvious and rather stringent limitations to
the extension of individualism in any society. No society can be so tolerant or so
naive as to develop every human capacity to its ultimate, or to place no barriers upon
the fulfilment of unbridled appetites. The human organism is plastic, and its capacities
and potentialities are extremely varied. Some special abilities […] must clearly be
limited and regulated; various outstanding skills such as superior cunning and
effective trickery and deceit must be regarded as inimical to the stability of society. In
short, all special abilities must be in conformity with the requirements of social order
in general, and of a given social order in particular. This constitutes the ultimate
difficulty of attempting to reason from the nature and worth of the individual to the
social organization and culture of a society […]. In other words, it is a scientific
impossibility to attempt to construct a society with the sole aim of complete and
universal individualism in all its forms. Yet in our society this has been more often a
theoretical than a practical difficulty, for the conception of the nature of the individual
has been pretty clearly linked with a particular kind of social organization which gave
meaning to that conception. Thus we have not in fact looked with the same favor upon
the development of individual aesthetic or mystical talents as we have upon shrewd
economic rationality. It is only in the disordered and perilous households of certain
believers in the wrongness of repressions and inhibitions that children develop their
personalities in directions of property destruction and sudden death. It is thus not the
complete and unrestrained individual who is the center and measure of modern
industrial society, but rather the individual whose character most closely conforms to
the ideals established in traditional doctrine.”
Furthermore, as regards if people are free to act as individuals in their own rights, one aspect of the Marxist school of thought in regards to rationality is worth mentioning – i.e., the emphasis on community and class rather than the individual. Marx and Engles (1845-1846 [1958]) are of the view that the history of all hitherto existing society is the history of “class struggles.”

Moreover, “[… i]n contrast with the neoclassical notion of individual preferences, Marxists stress class consciousness – collective consciousness of a class’s interest […] One more diverging from neoclassical thought, Marxists hold that ideology is rooted in the economy: One’s consciousness is shaped by one’s material situation […] For example,] Marxists reject the technological determinism implicit in the neoclassical model of wage setting. They argue instead that a combination of class struggle and custom set the overall wage level at “the cost of existence and reproduction of the worker” […]”

However, “[… u]nlke Marx […] Durkheim did not perceive the workplace to be rent by conflicts of interests among its constituent parties, since a presumption that conflict is the normal state of affairs in work organizations would seriously compromise the argument that they represent major sources of moral authority in society […]”

Durkheim (1933) assumed organisations, like the family, as “continuous as life,” with no discontinuity of interests, as the basis for social solidarity. However, he also recognised that there still remain differences of interests between owners and employees; so rules are required to govern employees. Furthermore, according to Durkheim (1902-1903 [1961]; 1924 [1953]) although “moral imperatives” of people change spatially and temporarily, yet they are ingrained inside human nature and motivate people to do ‘good’ towards each other, knowingly or unknowingly, which he perceives as instances of normal behaviour. However, he cautions that when we ignore them, when our conduct is guided by egotistic self-interest or individual desires and appetites, we easily become disillusioned, frustrated, and, in extreme cases, depressed and despondent even to the point of suicide. Our failure to adhere to genuine moral ideals and values, Durkheim cautions, has grave consequences towards the moral fabric of society. Since moral values, beliefs, and sentiments are realised through the acts of our daily behaviour, they should never be taken for granted.

Thus, it is safe to say that individualism is unsupportable in its unbridled form that the neoclassicists’s argue through NNR. However, it is not totally irrelevant with respect to the communal in the Marxist sense.

2.3.6.1. Methodological Individualism and Rationality

“[… T]he high specificity of structure and coordination within organizations – as contrasted with the diffuse and variable relations among organizations and among unorganized individuals – marks of the individual organization as a sociological unit comparable in significance to the individual organism in biology […]”

Methodological individualism (MI, also known as “singularism”) rejects the idea that a group or an organisation can be treated as an autonomous decision-making unit. It implies that a proper explanation of a social phenomenon is grounded in individual motivations and behaviour. The methodological individualists argue that social sciences should ground their theories in individual action. Weber (1922 [1968]) and Schumpeter (19091661) are considered to be its founding fathers; other notable MI scholars are Hayek (19481662, 1952b1663) and von Mises (1949)1664. According to
Weber (1922 [1968]), ‘[…] it is necessary to know what a “king,” an “official,” an “entrepreneur,” a “procurer,” or a “magician” does, that is, what kind of typical action, which justifies classifying an individual in one of these categories, is important and relevant for an analysis, before it is possible to undertake the analysis itself […].’

But it is only this analysis itself which can achieve the sociological understanding of the actions of typically differentiated human (and only human) individuals, and which hence constitutes the specific function of sociology. It is a tremendous misunderstanding to think that an “individualistic” method should involve what is in any conceivable sense an individualistic system of values. It is as important to avoid this error as the related one which confuses the unavoidable tendency of sociological concepts to assume a rationalistic character with a belief in the predominance of rational motives, or even a positive valuation of rationalism. […] The real empirical sociological investigation begins with the question: What motives determine and lead the individual members and participants [in communities…] to behave in such a way that the community came into being in the first place and that it continues to exist? […]’

Although Weber acknowledged the importance individual as the unit of analysis in studies concerning rationality, yet contrary to Herbert A. Simon, ‘[…] he often treat[ed …] groups and organizations – status groups, communities, nation-states, and so on – as if they are stable and unitary actors […] He regarded “economic man,” and perhaps even the Kantian subject, as a relatively recent, and specifically Western, historical product […]’

Furthermore, Weber, in stead of accepting the Homo economicus as the trademark bearer of rationality, espoused a deeper subjectivist understanding of individual human agents whose actions are confronted by complex social phenomena – i.e., an actor is “[…] subjective [individual] but situated human agency […]”

Arrow (1994), Udéhn (2001, 2002), Hodgson (2007), Kincaid (2008), among others, have criticised neoclassical economics’ attempts to analyse collective actions in terms of rational utility maximising individualised agents. For example, Arrow (1994) contends that “[… i]t is a touchstone of accepted economics that all explanations must run in terms of the actions and reactions of individuals […] However[,] social variables, not attached to particular individuals, are essential in studying the economy or any other social system and that, in particular, knowledge and technical information have an irremovably social component, of increasing importance over time.” Ulrich (1996) argues that the neoclassicists by their assumption about people as utility-maximising self-enclosed selfish agents, do not leave much room for empirical studies.

“[…] As defined by neoclassical economics and generally accepted as one of its axiomatic presuppositions, methodological individualism is a much more specific concept than the mere idea that all social phenomena are a result of individual actions and therefore have to be explained from them in the last analysis […] According to today’s neoclassical economics, methodological individualism means a certain model of human rationality – the so-called “rational-actor model” of a man strictly behaving as a maximizer of his individual self-interest, which is nothing else than the purely calculating rationality of homo oeconomicus. Starting from this axiomatic base, economics is not – or not immediately, at least – an empirical science but the “pure” logic that explains social interaction between individuals who are “mutually disinterested” […]”

In this regards, Kincaid (2008) poses the following questions: “[…] Can a theory of individual economic behaviour capture everything we want to explain about the
economy in principle? To what extent do our accounts of individual economic behaviour trump or constrain other economic explanations that are not directly about individuals? Are non-individual economic entities real, and what is their relation to individual behaviour? [...]” Taking an extreme viewpoint, Hodgson (2007) calls for the abandonment of the term MI altogether, because of its ambiguity vis-à-vis the actual human nature.

“[... a]ttempts to start simply from individuals must actually start from individuals plus institutions [...] However, [...] the explanation of the emergence of institutions can start from some kind of institution-free ensemble of (rational) individuals in which there is supposedly no rule or institution to be explained [is problematic]. Consequently, the project to explain the emergence of institutions on the basis of given individuals runs into difficulties, particularly with regard to the conceptualization of the initial state of nature from which institutions are supposed to emerge (Hodgson, 1998) [...] The broader version, where explanations are supposed to be in terms of individuals and relations between them, turns out to be equivalent to the proposition that explanations of social phenomena should be in terms of both individuals and social structures. There is nothing wrong with this proposition. But why call it methodological individualism, when structures and individuals are given equal status as elements in the explanation? If we wish to criticise notions that adequate explanations should be in terms of structures alone, then we should not adopt a term that connotes the mistaken idea that explanations can or should be in terms of individuals alone [...] At the very minimum, the term ‘methodological individualism’ should not be used as an ill-defined mantra. If it is to be employed, then it must be much more clearly defined, overcoming the ambiguities in past usage. After over fifty years of widespread use of the term, advocates of ‘methodological individualism’ have been remarkably negligent in explaining its meaning. In fact, its usage is riven by deep contradiction and persistent vagueness. Given the deep conceptual problems and confusions surrounding the term, it might best be abandoned.”

2.3.7. Contingency and Context Dependency of Behaviour, and Rationality

“[... ]n economics, as perhaps in no other science, a lack of awareness of the relativity of time leads to an error of appropriate modeling. While economists need a method to study both past and present for the sake of future, it routinely employs a method suited for either the study of the unalterable past [...] or a world in which events are independent of temporal context, as in the normal sciences [...]”

“What is success when the possibility of failure continues to constitute its structure?”

“[...] Having a good reason is not in the ordinary stock sense of ‘mental’ (where ‘mental’ contrasts with ‘physical’ and every human property is either one or the other) a mental event or state at all. It is rather a social status which certain ‘mental’ events or states enjoy in virtue of their owners’ particular place in some particular context.”

Actions, even if they are rational, are influenced by their contexts and contingencies; in this sense, they are context-and-contingency dependant. Parsons (1937) argued that a rational actor takes these environmental factors into account before choosing the best course of action. According to him, “[... ] Action is rational in so far as it pursues ends possible within the conditions of the situation, and by the means of which, among those available to the actor, are intrinsically best adapted to the end for reasons understandable and verifiable by positive empirical science [...]” Moreover, the so-called irrational and/or non-rational activities like coordinated actions are mainly called so because they deviate from rationality axioms in the sense that actors take the environmental factors into consideration. However, they are
inevitable in the real-world, including organisational life, as noted by March (2008); who also has observed that these considerations are important considering the cognitive limitations of people, including the rational actors.

“[…] Organizations are systems of coordinated action among individuals and groups whose preferences, information, interests, or knowledge differ. Organizational theories describe the delicate conversion of conflict into cooperation, the mobilization of resources, and the coordination of effort that facilitate the joint survival of an organization and its members […]. Effective control over organizational processes is limited, however, by the uncertainties and ambiguities of life, by the limited cognitive and affective capabilities of human actors, by complexities of balancing trade-offs across time and space and by threats of competition.”

Interestingly, similar to the assumptions in psychoanalytic rationality, Scott (2008) argues that subjective perception of these environmental factors must be taken into account while explaining a behaviour.

“[…] To understand or explain any action, the analyst must take into account not only the objective conditions [including the environmental factors], but the actor’s subjective interpretation of them […].”

2.3.8. Knowledge Limitations and Rationality

“One is led to reflect that in economics, as elsewhere, any original improvement in our knowledge of reality is only made possible by withdrawing from it. Under the immediate pressure of reality, in its particular or everyday aspects, we cannot hope to escape from the tyranny of the conventional categories through which we view it. To see the problems in the obvious and to find the familiar strange is an indispensable, if unnatural, step to take.”

“The uncertainties about economics are rooted in our need for a better understanding of the economics of uncertainty; our lack of economic knowledge is, in good part, our difficulty in modelling the ignorance of the economic agent.”

“Our knowledge is imperfect […] that it is fragmented and that it is uncertain. […].” In this context, contemplating on the means and ends issues that economics tries to solve, Richardson (1998) opines that the theoretical problem of estimations and allocations of resources is less physical and more epistemological in nature. In order to substantiate his point, he reasons that “[…] the economic problem is concerned with the adaptation of means to ends […]. The practical problem which our theoretical system would most closely represent would be that facing a single mind to which all the relevant knowledge regarding means and ends were known with certainty and as a whole; that which confronts us is entirely different. Knowledge, in the world as we know it, is neither centralized nor certain, but is dispersed, frequently in the form of subjective and conflicting estimates, among many minds. In consequence, the actual economic problem is more fundamental and more complex than the theoretical problems of formal […] economics; its essence is not the allocation of ‘given’ resources among ‘given’ ends, but the integration and improvement of our knowledge regarding them; it is concerned, in other words, to ensure that the fullest use will be made of the relevant knowledge which is dispersed among many minds and that the estimates according to which allocative decisions are taken will tend in the long run to the best available.”

Thus, one of the assumptions by the neoclassicists that people have the perfect knowledge is refuted by arguments
that hold knowledge as dispersed in the real-world. In this context, Shane (2000) discusses that opportunities that only entrepreneurs are able to spot and not others, provides further support that behaviour is constrained by cognitive limitations and environmental factors; i.e., ‘[…] neoclassical economics’ assumption of public knowledge about opportunities means that all opportunities must be equally “obvious” to everyone. Because any given entrepreneur can discover the complete set of opportunities that occur in response to a given technological change, neoclassical economics argues that entrepreneurs select between different opportunities through a process of maximization (Khilstrom and Laffont 1979, Evans and Jovanovic 1989). However, Kirzner (1973, p. 33) explains that once the assumption of complete information is relaxed, the discovery of opportunity cannot be understood through “mechanical computation” because any given individual cannot identify all possible opportunities. If any given entrepreneur cannot necessarily discover more than one commercial application for any given technological change, then entrepreneurs cannot actively select (let alone maximize) between alternative opportunities (Kirzner 1985).’

In other words, the assumption that everything is common knowledge and thus every agent has perfect knowledge about society, including the market, on the basis of which s/he decides, falls short to account for some real-world happenings like only “true” entrepreneurs discover opportunities and exploit them while others do not. Here it is relevant to cite Castro (1996), according to whom, “[…] what anyone of us can truly know is limited, distorted by self-interest and social convention, and constrained by our awareness of the difficulties which would likely follow from an effort to convince others of the value of new understandings we might come to. Nevertheless, [scholars …] believe that at least some of us, whatever our own defenses of those with whom we could communicate, are obliged to acknowledge our ignorance, and to struggle, however incompletely, for greater understanding.”

Moving forward from imperfect knowledge to how knowledge is formed, Parsons (1968a) argued that all knowledge is conceptually formed and that all observations is conceptual schemes – whether they are implicit or explicit – which is true not only as regards sophisticated scientific observations but of the simplest commonsense statements of facts. This has bearings on Hayek’s (1937) lines of reasoning, who, while discoursing the credibility of the findings in empirical studies, is not enthusiastic that formal economic analyses could be able to generate much knowledge about the real-world goings on.

“[…] While addressing] the question to what extent formal economic analysis conveys any knowledge about what happens in the real world […] the empirical element in economic theory – the only part which is concerned, not merely with implications but with causes and effects, and which leads therefore to conclusions which, at any rate in principle, are capable of verification […] – consists of propositions about the acquisition of knowledge […]. Moreover, by] stressing the nature of the empirical propositions of which we must make use [… to explain] the real world […] we should become clear about what the questions of fact are on which the applicability of our argument to the real world depends, or, […] at what point our argument, when it is applied to phenomena of the real world, becomes subject to verification […]. The past economists had] so mixed up […] the a priori and the empirical [propositions], of which every realistic economist makes constant use, that it is frequently quite impossible to see what sort of validity they claimed for a particular statement. More recent work has been freer from this fault – but only at a price of leaving more and more obscure what sort of relevance their arguments had to the phenomena of the real world […]”
Notwithstanding, even if we would argue that we can understand the real-world by interpreting empirical data, then also we face another roadblock, i.e., according to Heidegger (1962), interpretation and understanding, which are two vital components of knowledge, are never the same.

There is a close association between rational actions and having action-relevant knowledge. In this context, Hebermas (1984) opines, “[… t]he close relation between knowledge and rationality suggests that the rationality of an expression depends on the reliability of the knowledge embodied in it […]” However, he argues that behaviour cannot be termed rational on the basis of self knowledge because such knowledge are fallible, hence suggests that rational actions must undergo objective verifications. To be objective, according to him, a judgement must be based on a validity claim “[…] that has the same meaning for observers and non-participants as it has to the acting subject himself […]” Here, the neoclassicists may argue that their criteria of rationality can effectively be defended against criticisms because the NNR ascribes rationality to an action based on some standard assumptions and axioms. Here lies the profundity of Hebermas’s (1984) arguments who is aware of the difficulties involved in such arguments; that is, “[… w]ho is […] to judge what is ‘better’ in the defence against criticism […]” Importantly, he goes on to say that to be rational is not only to be knowledgeable but also to be aware that there is also more knowledge in the real-world.

‘When we use the expression “rational” we suppose that there is a close relation between rationality and knowledge. Our knowledge has a propositional structure; beliefs can be represented in the form of statements. I shall presuppose this concept of knowledge without further clarification, for rationality has less to do with the possession of knowledge than with how speaking and acting subjects acquire and use knowledge. In linguistic utterance knowledge is expressed explicitly; in goal-directed actions an ability, an implicit knowledge is expressed; this know-how can in principle also be transformed into a know-that […]’

In regards to the type of knowledge that neoclassical economics generates, Bevir (2008) has rendered some illuminating thoughts. According to Bevir (2008), the neoclassicists, both from ontological and epistemological points of view, deals with rationality by using deductive approach that leads to the formation of deductive knowledge about it, i.e., knowledge that is/are obtained by reasoning from general principles to the specific ones and hence the arguments from such knowledge follows a priori from the inherent nature of the concepts involved. According to him, “[…] Rational choice extends modes of knowing linked to neoclassical economics […]” Let us begin by considering epistemology. Rational choice is rightly described as a deductive approach: it derives models as deductions from axioms (Elster 1986; Monroe, 1991). Yet, epistemology has as much to do with the nature and justification of valid knowledge as the procedures by which models or explanations are constructed. We should consider, therefore, how rational choice theorists justify their axioms and how they justify applying a model to any particular case. The axioms are usually justified empirically by the claim that they, or usually the models to which they give rise, correspond to facts about the world. Similarly, the application of models to explain particular cases depends on empirical claims about the beliefs and preferences of the actors standing in relation to one another as the models suggest […] Next consider ontology. The axioms of rational choice are micro-level assumptions about individual action. Rational choice theorists often believe that these
assumptions account not only for individual action but also for the institutions that arise out of these actions. Their micro theory invokes beliefs and preferences in a way that suggests they have no qualms about ascribing existence to unobservable objects. Yet their emphasis on the micro-level often implies that they do not want to ascribe an independent existence or causal properties to objects such as institutions and structures [...] Rational choice champions deductive models [...] Rational choice too rejects historical narratives in favour of formal explanations that straddle time and space. Nevertheless, knowledge through inductive approach is also important for furthering the scope of economics as a social science because as we have discussed, the real-world does not consist of representative agents, but heterogeneous ones as regards their cognitive capacity and knowledge. Thus, in behavioural study programmes, agent and situation specific observations can on the one hand provide legitimacy to the existing theories by expanding their scope and on the other hand they could also uncover enriching and insightful new perspectives of human nature. Even if knowledge out of inductive reasoning lacks the rigour and apparent logical structure in comparison to deductive reasoning, yet Johnson (1996) views that “[…] we may deduce a prediction from a body of scientific theory, but in practice there are competing theories each with often contradictory predictions. The experimental phase then become a process of sorting out the data (i.e., the statistical results) and answering the question of which theory best explains the data and why [needing inductive reasoning]. New data may very well change our notion of which theory is the best explanation.” Furthermore, in stead of depending on disciplines in natural sciences, especially physics, economics also can be immensely benefited from non-normative disciplines in social sciences, she argues.

“[…] If economists need a big brother to admire, it should probably not be the physicist. Economists are more like geologists or paleontologists, telling stories of the Pacific plate or the panda’s thumb. There is no prediction, no experiment. There is just mucking about in libraries and computing centers, thinking the stories through and checking to see if they square with historical facts laid up in archives. If economists need a big brother, he could come from these historical sciences, or from history itself.”

However, pursuing objective knowledge in social sciences, as Max Weber has noted, is not an easy undertaking.

“[…] There is not absolutely ‘objective scientific analysis of ‘social phenomenon’ […]’; without the researcher’s value based ideas, there is no principle informing the selection of subject-matter and no meaningful knowledge. […] In this respect, scientific findings in the field of culture depend on ‘subjective’ preconditions. […]”

2.3.9. Deontology and Rationality

“One thing, however, might as well be said now: if political economy does not seriously face up to the ethical a priori of the politico-economic communication community, it will hardly be able to contribute to the solution of what, in the 21st century, will be the key problem as regards political order: the epochal challenge of integrating the obstinate systemic dynamism of our economic activities into the overall context of the practical daily life lived by a democratic society of critical citizens – and this means: to embed market economy into ethically rational politics on a national as well as an international, global level.”

In his seminal work On Ethics and Economics, Sen (1987) argues that economics ought to be a moral science – an (economic) agent should not only be rational but also
moral. Moreover, as economics is concerned with human activities, going by Sen (1987), it should also broaden our understanding as regards morally ‘right’ actions. In this context, Hursthouse (2006) contends that “[…] when we want to understand the concept of right action, the concept of virtuous agent and thereby the virtues, should be our […] focus.” Thus, role of virtues is crucial in rational acts. In this regards, Von Wright (1963), Wallace (1978), Foot (1978), Taylor (1996, 2006), among others, have postulated “self-regarding virtues” and “other-regarding virtues.” When an agent’s actions are influenced by the latter, s/he is concerned about how her/his actions would benefit others; whereas the neoclassicists’ agent acts on the basis of the former taking her/his needs into consideration in decision-making.

“The vices […] are the opposites of the virtues. This does not imply that every vice can be neatly paired off with a virtue. But it does imply that where virtues are thought to be beneficial, vices are harmful; while virtues are thought to contribute to human good and to be needed in human life, vices on the contrary are corruptive of such good and are an obstacle to human flourishing […]. Both may […] be classified according to who precisely benefits or is harmed by the exercise of a particular virtue or vice, whether or not its exercise requires a certain type of motivation, or what sorts of unfortunate human inclination they respectively counterbalance or encourage. So we may for instance identify a class of ‘social virtues’ necessary for the smooth running of society; a class of ‘other-regarding virtues’ the exercise of which is intended to benefit particular persons other than the agent herself, and where each exercise has to be motivated by concern for that other in order to count as an instance of a relevant virtue; and a class of what are sometimes labelled ‘self-regarding virtues’, which do not require such motivation and which, while they may or may not benefit others, are thought to profit primarily the agent herself […] The vices may be grouped similarly: some may be undermining of a harmonious life in society, some may harm individuals other than the person acting viciously, and some may be destructive mainly of that person herself.”

Notwithstanding virtues or vices, the “rightness” and/or “appropriateness” of rational acts in the neoclassical paradigm is based on utilitarian ethics, based on consequences of actions, wherein ends justify the ethicality behind an action. As Harrison (1971) notes:

“The rational moral rules for men to adopt, then – rational in the sense of being the right means to man’s ends – are those rules about what actions are or are not to be done which is necessary that mankind should have for their own welfare and preservation. If mankind does not have rules and at the very least approximate roughly to this standard, he will certainly perish, and the farther away from this standard his moral rules are, the more miserable and unsatisfactory his life will be. In more technical language, the only rational set of moral rules for men is broadly utilitarian one, and any departure from a roughly utilitarian standard must be due to mistakes about matters of fact, or prejudices in favour of thinking that certain moral rules which have been handed down by tradition are part of the nature of things. The least that can be said for a policy of saying that these actions are not to be done which are contrary to the general interest is that, so long as it is based upon adequate knowledge of matters of fact, it, by definition, cannot possibly do any harm!”

If the outcome of an action provide the greatest ‘goods’ to the greatest numbers of people, then it is invariably good, which is known as the “interest-neutral” or “collective-interest” oriented utilitarianism, the philosophy behind welfare economics. However, as we have already discussed, utilitarianism as a concept has been criticised by even mainstream economists like Amartya Sen. In regards to its role in supporting economics as a moral, social science, utilitarianism has also been debated by classical economists like Schumpeter (1954), according to whom, “[…]
The essential point to grasp is that utilitarianism […] is nothing but another natural-law system […] The programme of deriving, by the light of reason, ‘laws’ about man in society form a very stable and highly simplified human nature […]”

Furthermore, Ulrich (1996) argues that the utilitarian ethics fall short of realistically addressing issues involving the “rights” and the “wrongs” in the face of conflicting interests that are common in the real-world. According to him, “[…] as regards utilitarianism, it has […] become indisputable that it cannot provide any adequate solutions to the problems it neglected from the start: the problem of conflicting interests, i.e. of a just balance of interests […]. Owing to the subliminally maintained communistic fiction of a definable social maximum, utilitarian calculus mutually sets off individual costs and benefits, so what matters is not their interpersonal distribution, but only the maximization of the (fictitious) common weal. This is why utilitarianism – even in its more refined form of Pareto optimality – is incompatible with liberal ideas of inviolable individual liberty and equality of opportunity which are appropriate to a modern liberal and democratic society.”

Furthermore he adds, “[…] according to today’s neoclassical economics, methodological individualism means a certain model of human rationality – the so-called “rational-actor model” of a man strictly behaving as a maximizer of his individual self-interest, which is nothing else than the purely calculating rationality of homo oeconomicus. Starting from this axiomatic base, economics is not […] an empirical science but the “pure” logic that explains social interaction between individuals who are “mutually disinterested” […]. Therefore neoclassical economics is methodologically closed against “the moral dimension” (Etzioni 1988) of human action, whereas for the classics, especially for Adam Smith (1979), “moral sentiments” as an integral part of a comprehensive explanation of social reality as well as of political economy.”

As regards how to ensure that agents pursue ethical and moral actions in an utilitarian set-up, Adam Smith has taken a systemic approach and proposed for judicial frameworks as the (ultimate) guarantor of economic fair-play and hence ethics. In this regards, he opined that “[…] “exact administration of justice […] as far as possible has to protect every member of the society from the injustice or oppression of every other member of it” […]” Moreover, he also contended that “[…] justice […] is the main pillar that upholds the whole [socio-economic] edifice. If it is removed, the great, the immense fabric of human society […] must in a moment crumble into atoms […]” His emphasis on justice to safeguard human welfare demonstrates that Smith was aware of the possibilities that fair-play and ethics in economic transactions may be sidestepped by the narrow utility maximising and self-interest oriented (rational) agents, which may be due to conflicting interests between them; that economics as a discipline may ignore the study of moral actions and instead get overly fixated on modelling simplified versions of human behaviour by considering people as utility maximising hedonists; and, hence had suggested for a justice framework in the economic system that can curb unethical practices. However, we should not forget that even the systems are created by individuals, including self-interested ones. In this regards, it is relevant to refer Bohnen (1964), according to whom, the neoclassicists’ subscription of interest-neutral utilitarian ethics (i.e., most happiness for most people who are affected by an action) can be yet another eyewash to continue with their version of the “rational man” and thereby
persisting with their assumption that utilitarian calculus as a matter of fact leads to ethical actions.

Furthermore, observing that “[… d]uring much of modern moral philosophy the predominant systematic theory has been some form of utilitarianism […],” Rawls (1971) argues that many of its implications are opposing to our moral convictions and sentiments; as a result, according to him, is that “[…] we often seem forced to choose between utilitarianism and intuitionism [… and in the process we are likely to] settle upon a variant of the utility principle circumscribed and restricted in certain ad hoc ways by intuitionistic constraints [… which] is not irrational; and there is no assurance that we can do better. But this is no reason not to try [… and suggests] to generalize and carry to a higher order of abstraction the traditional theory of the social contract as represented by Locke, Rousseau, and Kant. [… According to Rawls,] among all the traditional theories of justice, the contract theory is the one “which best approximates our considered judgments of justice[, by which he aims to …] offer an alternative systematic account of justice that is superior […] to the dominant [… utilitarian school of thought].” Thus, like Adam Smith, Rawls also has taken a systemic approach to guarantee ethical action in society by proposing legally binding contacts.

However, systems can merely be used in a mechanical sense, discounting and/or ignoring the environmental contexts and contingencies. This is what neoclassicists do in their modelling efforts, treating people as mainly mono-utility oriented hedonists whose only goal is to maximise their self-welfare oriented self-benefit maximisation and ethics as mere externalities. Importantly, the feeling and/or affective aspects of action hardly find any mentioning in their models because they, as we have already discussed, are treated as irrational traits. However, feelings are key constituents of intentions that are behind actions and; moreover, they, as Etzioni (1988) has point out, are not irrational per se when used as strategic means to serve an agent’s ‘situatedness’ in the real-world, safeguarding her/his long-term goals/ends.

‘[…] The goals people pursue, such as happiness or wealth, are not universal, or stable over time, but are greatly varied and changing, and often cannot be arranged into neat overarching mono-utility – in part, because people are members of divergent social collectivities that conflict with one another; in part, because to some extent, individuals do develop their own goals that conflict with those of their collectivities. Hence one cannot simply dismiss normative-affective factors [comprising of attributes arising out of what people acquire from their communities and surroundings, and their inner moral and emotive developments that make them to behave while they pursue their goals] which arises as either reflected in “the utility” (or in preferences) or as captured by constraints, the way neoclassicists tend to do, but must seeks to understand the dynamics of the forces that determine a person’s socialization, as well as his or her deviation or rebellion against a socially prescribed set of goals. [… Most important for the study of choice is the notion that means, selected to realize goals, are often chosen partially or even solely on normative-affective grounds, and not only on the bases of logical/empirical considerations […]. Normative-affective factors also interrupt reasoning, distort cognitive frameworks, and cut short the search for the best means. At the same time, [they …] also serve to render some decisions more effective [… and they ensure that other decisions will be not merely efficient but also caring, fair, and will otherwise serve goals that transcend self-interest. Thus, normative-affective factors are not inherently “bad,” as they set aside, correct, or balance logical-empirical considerations.”
Furthermore, policing people by building systems may fall short of achieving the
desired goal of encouraging ethical actions; because people’s needs and interests are
not stable spatiotemporally, which, moreover, can lead to conflict of interests,
resulting in cutting corners as regards morality. For example, some ‘powerful’
echelons in society and/or organisations can exploit it to further their own pursuits of
utility maximising hedonism.

“Human goals are many, not all of them commensurable, and in perpetual rivalry with
one another. To assume that all values can be graded on a single scale, so that it is a mere
matter of inspection to determine the highest, seems to me to falsify our knowledge that
men are free agents, to represent moral decision as an operation which a slide rule could,
in principle, perform … the system builders … deprive men, in the name of some
remote, or incoherent, ideal, of much that they have found to be indispensable to their
life as unpredictably self-transforming human beings.”

The abovementioned arguments are not just speculations considering the fact
that, as Sen (1987) has remarked, the nature of economics “[…] has been substantially
impooverished by the distance that has grown between economics and ethics. […]”
Arguing in a similar vein, but in a normative tone, Hirschman (1996) is under the
impression that the self-interest model of man has lived its time and we must seriously
look into the ethical standards of the past and incorporate them into our study
programmes on human behaviour; “[…] since human behavior, allegedly guided by
self-interest, had not yet had clearly disastrous effect, it was tempting to conclude: (a)
that such norms, in effect, have been adhered to tacitly; (b) that they must somehow
predate the market society in which self-interest alone rules; and (c) that the survival
of such norms is now threatened. In the circumstances, the idea that capitalism lived
on time (and morals) borrowed from earlier ages surfaced naturally enough once
again.”

Ulrich (1996) contends that ethical issues are ill-analysed as undertaken
from the utilitarian perspective because the ends do not always justify the means.
Moreover, he contends that there are important intrinsic aspects in (rational) actions
in addition to instrumental ones as regards ethics, which may not be adequately
addressed following a functionalist approach. According to him,

‘Utilitarian ethics cannot supply an adequate idea of ethical rationality because it
embodies a purely teleological code of ethics, i.e. it defines the value of an action or of
an institutional rule exclusively from the point of view of their consequences, or more
precisely, from the point of view of their benefits with respect to what is good in ethical
terms (which is certainly an important factor of ethics). Basically, this represents a
version of purposeful rationality in the sense of Max Weber’s Zweckrationalität. In my
[Ulrich’s] view, ethics may not be argued from the purely functional point of view of its
usefulness – which would be a reduction of morality to interest. Rather, ethics deals
essentially with normative demands made on us, which are valid because of their
intrinsic human value and because of our reflection on this (deontological ethics). […]
Many actions in order to be justified need Kantian deontological perspective, which is …
above and beyond any calculation of individual utility in the sense of “rational self-
interest”, […] focuses on a rational insight into the intrinsic human value[s ….]”

Going by the arguments by mainstream economists like Sen, Hirschman, among
others, and business ethics scholars like Ulrich, it is more or less certain that
economics should do more towards the study of ethics. In this context, Alexander
(2008) notes: “A common reaction to the problems of utilitarianism and its
consequentialist structure is to propose a deontological ethics as an alternative
perspective […]”
It is oftentimes very difficult, if not impossible, to predict the outcome of an action in the real-world, notes Etzioni (1988), and hence utilitarian ethics is fallible in analysing many actions that are context and contingency dependent; this, according to him, could be overcome by employing deontology.

“[…] Deontology uses as the criterion for judging the morality of an act, not the ends it aspires to achieve, nor the consequences, but the moral duty it discharges or disregards. Deontologists point out that consequences, the hallmark of utilitarians, often cannot be predicted. Hence, treat others as you seek to be treated – as an end, and not as a means. It is a judgement one must make long before the consequences of one’s act are known. Deontologists are also fond of pointing out that utilitarians would regard two acts that yield the same outcome as equivalent, even if one of them involved a transgression (say, deception), and the other did not. Clearly, we say, the act without deception is superior. […]”

In the recent past, deontological ethics or deontology – in which, contrary to ends, means justify the ethicality of an action – a major school of thought in ethics – has been widely referred to while debating the ethicality of a rational action.

“The essence of the deontological position is the notion that actions are morally right when they conform to a relevant principle or duty. (The term deontology is derived from the Greek deon which means binding duty.) Deontology stresses that the moral status of an act should not be judged by its consequences, the way utilitarians do, but by the “intention.” […]”

Immanuel Kant’s Theory of Ethics is considered to be one of the important foundations of deontology, in which he has argued that to act in a morally right way, people must act from the perspective of duty or deon and, importantly, the consequences of actions do not make them right or wrong but the motives behind them.

“[… As per the deontologists] a major source of conflict in the self is commitment to discharge one’s duties, and, more generally, to act morally. There is more to life than a quest to maximize one’s satisfaction [i.e., utility].”

Actions based on deontology are “duty-obligation-rule bound” and underscore the fact that actions are to be judged by the intentions of actors – i.e., intent with which an action is conceived, initiated and executed. Intentions behind an action in important in the sense that human beings are bestowed with the capability to reason; so before acting, it is normal that they reason, both unconsciously (like Freud has argued) as well as consciously; and this process of reasoning is a part of the intentions of an agent that goes into action. However, it is hard to accept that people reason by only taking into consideration their own well-being, as assumed in the case of NNR.

between professionals and students as regards real-world actualities. Ulrich and Thielemann (1993) find, from their empirical studies in Switzerland, that, contrary to widely held beliefs, a majority of managers are not ethical opportunists. However, Castro (1996) says that ethical analysis of these behaviours cannot be totally successful and may even be dysfunctional in different organisational contexts because, among other things, “[…] most managers have reason to believe that they cannot, in important sense, ought not, inquire very deeply into whether or not they should do what they normally do […]” The reasons behind this could be “trained incapacity,” “managerial one dimensionality,” and similar factors. In this regards, Kanter (1977) suggests that corporate blind spots are acquired through a mostly unconscious process of adaptation, which she calls “homosocial reproduction.” Braverman (1974) and Levitan and Johnson (1983), in a tradition that goes back to Marx and Engels, argue that what appears to be narrow one-dimensionality or the displacement of substance with (managerial) process is centrally a means of “co-opting blue-collar people.” Ellul (1954) and Scott and Hart (1973) are under the impression that unethical practices are due to the abandonment of spiritual and moral values under the duress of the mechanisation of society. Arendt (1964) calls these abandonment as the “banality of evil;” importantly, Arendt (1979) argues that such banality will inevitably be widespread in a world where most people are focused on doing rather than thinking. Maccoby (1976) and Jackall (1988) discuss the pretence of technical expertise and the effect of superficial optimism required to play the “managerial game” as main barriers to leading principled life. Jackall (1988), Munro (1998), Weaver et al. (1999), among others, argue work pressures (e.g., very long work-hours) and regular occurrences of crises can lead to the occurrences of unethical practices. Thus, even if deontological analysis of an action is a holistic way of analysing human behaviour, yet all the aforementioned opinions and findings suggest that it is a tough task ahead.

However, deontology also has its critiques too. Deontological ethics consider morality as independent of desires and consequences and demand unconditional performance of an action for its own sake, based on the categorical imperatives, or the universal laws (e.g., telling the truth is good); as Kant believed that by using reason one could determine whether a rule or principle was categorical or not and as all human beings are rational, having the capability to reason, so the same categorical imperatives will hold for everyone – Kantian absolutism. However, such rigid definitions of ethical acts, as if they are some commandments from the scriptures, have limited application in the real-world. For example, Alexander (2008) argues that the do’s and don’ts list of the deontological ethics in their rigid forms is hard to comply with in the real-world.

“[…] However, pure deontology is as little defensible as utilitarian consequentialism. Often, both in personal life as well as in public affairs, people have to make ‘hard choices’ between conflicting values. There is no single established hierarchy of norms which could be applied to all consuming situations. Also, in the real world not everybody complies with the highest norms of morality […]”

Rawls (1971) proposes “contractualism”, as an alternative to deontology; whereby morally wrong acts can be discouraged and/or forbidden by creating suitable contractual agreements between transacting parties who should comply with some guidelines and principles therein. McCain (1991b) postulates a relativistic conception of rationality that, he claims, is consistent both with a wider range of
moral values and with limited human cognitive capacity. Ulrich (2008) postulates the “integrative economic ethics,” by which he means that the social norms that have become subordinated to the market laws, are needed to be analysed within economics and then reflected upon in the light of ethical reason. Furthermore, One of the main difficulties with deontology is that it does not take into consideration outcome of an action as an important factor in evaluating the moral appeal of an action. There is no denying that one should solely rely on outcome (as in utilitarianism), it is problematic to ignore the outcome altogether. For instance, Sen (2009), favouring consequentialism, however not in the neoclassicists’ sense nor like the utilitarianism in its narrower version – “[…] a consequence is more than just the aftermath [of an action or event […]” – a proposes a ‘broad consequentialist approach’ by which he implies that actions be judged not only on the basis of welfare, but also on conformity as regards their intrinsic qualities, rules and laws, norms and values, and, importantly, human capabilities that led to them. Although he does not outright reject deontology, but he opines that it can pragmatically be fused together with consequentialism.

“[… C]onsequence-based arguments are often seen as being concerned with outcomes (and in some cases interpreted to be concerned only with outcomes) […] The outcome is meant to be the state of affairs that result from whatever decision variable we are concerned with, such as action or rule or disposition. Even though the possibility of describing any state of affairs ‘in its entirety’ is not credible (we can always add some more detail, if necessary by using a magnifying glass aimed at events and actions), the basic idea of a state of affairs can be informationally rich, and take note of all the features that we see as important […]. In my [Sen’s] earlier work decision theory and rational choice, I have argued for the importance of paying particular attention to ‘comprehensive outcomes’ that include actions undertaken, agencies involved, processes used, etc. along with the simple outcomes seen in a way that is detached from processes, agencies and relations – what I have been calling ‘culmination outcomes’ […] This distinction can be central to certain problems in economics, politics, sociology, and in the general theory of rational decisions and games […] As it happens, the distinction is also crucial in assessing the reach of consequence-based reasoning, since a consequence is more than just the aftermath [of an action or event]. The appraisal of comprehensive outcomes can be an integral part of the assessment of state of affairs, and can thus a crucial building block in consequential evaluation […]. In such an analytical methodology there is nothing to prevent a general deontological approach from taking considerable note of consequences, even if the approach begins with the importance of independently identified duties […] While consequences – even culmination outcomes – are taken seriously among other concerns, there is no defense […] in Sen’s broad consequentialist approach of the standard version of consequentialism as it emerged from two centuries of work led by the utilitarian school […]”

However, Sen’s (2009) conceptualisation of an ethical paradigm based on consequentialism is another way of advocating deontology if we consider the fact that he also emphasises on rule-and-law bound actions.

Even if consequences are important in judging an action and the ‘Kantian categorical imperatives’ are untenable in the real-world, the deontological ethics is important in judging the morality-side of an action; this is because our action is a product of both our behaviour as well as intentions. And to be a human is to have ‘humanly’ intentions. In this regards, reflecting on the fact that human beings are higher order species in the animal kingdom, Etzioni (1988) poses the following questions: ‘[…] The debate over whether or not it is productive to assume one overarching utility is a debate over what motivates behavior. It is all explainable by one basic motive (or a “mono utility”), pleasure or self-satisfaction, or are people torn
between conflicting forces, especially their pleasures [for self] and their duties [towards others]? Are we basically, but another species in the animal kingdom, or have we a nobler self, in continuous struggle with our baser part?\textsuperscript{1766} Echoing similarly, Chisholm (2001) thinks that human being is more than just the neoclassicists’ rational ‘creature,’ because it has been bestowed with both consciousness and reasoning capability.

“Contingent substances that are living are superior in intrinsic value to those that are not … Living substances that are capable of consciousness are superior in intrinsic value to those that are not … Living substances that are rational are superior in intrinsic value to those that are not.”\textsuperscript{1767}

In this context, Castro (1996) opines that “[… t]he Socratic tradition suggests that ethics be pursued through an insistence on confronting both personal and institutionally mediated defenses against recognizing what would otherwise be clearly visible. […]”\textsuperscript{1768}

“We are not arguing about just any old question. Our question is: How should life be lived?”\textsuperscript{1769}

Deontology, along with its rigid categories about what is ‘good’ and what is ‘bad’, atleast holds some of the answers to the problem of how to encourage the ethics in action.

2.4. A Summary of Our Discussion until Now

“[…] What can be said at all can be said clearly; and whereof one cannot speak thereof one must be silent […]”\textsuperscript{1770}

In order to ascertain what it is to be rational, we undertook a critique on rationality. We started with some insights from some of the founders of modern social sciences as regards accounting as a means by which decision-makers rationalise their action. Hence we argued that accounting objects have rationalising qualities. Then, we critiqued the NNR version of rationality from a socio-psycho-economic (SPE) perspective. We did this because: first, the neoclassical paradigm is the dominant school of thought in social sciences at present and, second, the SPE perspective is relevant in the context of EM which is an economic activity, undertaken by people having affective and cognitive traits, and organisations to which these people belong are parts of society.

It is said that economics is the dominant discipline in accounting. Economics, mainly the neoclassical economics, is considered as a mathematical social science. Speaking from the viewpoint of economics, a rational agent is calculative, i.e., while acting s/he tries to maximise her/his utility. However, Sen (1985a) thinks that decision-making involves two aspects: wellbeing and agency; the former is concerned with an agent’s self-interest and the latter consists of the higher order human traits (e.g., benevolence). The neoclassical economics heavily undermines the agency and as a result, human behaviour is modelled as if people are utility maximising hedonists; who, Sen (1977e) argues, are akin to “rational fools” or social morons, because hedonism is only one aspect of the human nature. The neoclassicists contend that preference ranking is one of the means that rational agents use to calculate utility.
However, in stead of preference, Sen (1994) argues that most of our behaviour are “menu dependent,” i.e., a person chooses on the basis of a ‘menu’ of criteria rather than one criterion; by which an agent takes into account not only the actual outcome but also anticipated outcomes including wellbeing of others.

The Rational Choice Theory (RCT), also known as social exchange theory, is the major theoretical underpinning of the NNR; which is based on the premise that an agent reasons her/his behaviour on the basis of cost-benefit estimations in order to maximise her/his utilities; which, Becker and Murphy (1988) contends, involves consistency in preferences and choices. Moreover, a rational choice, as Savage (1954) has argued, involves guesswork concerning: future consequences of current actions and future preferences arising out of them. According to Simon (1955, 1957), they are problematic because they ignore/discount cognitive limitations and biases, and contextual factors. Furthermore, it is argued that Samuelson’s (1947) Revealed Preference Theory (RPT) is an attempt to make decision-making more objective. RPT’s main assumption is that individuals do reveal their ‘real’ preferences through their actual choices that maximise their utilities. However, Robertson (1952), Sen (1973, 1977), among others, criticise the RPT because it involves guesswork while inferring preferences from actual choices which they argue can also be different. In other words, in many cases people do not adhere to the NNR. An example here is “preference reversal.”

Behaviour based on self-interest is a major theoretical assumption in neoclassical economics. That people are selfish, a concept pioneered by Edgeworth (1881), is extensively used in various behavioural models. This is erroneously attributed to Adam Smith’s butcher-brewer-baker illustration that often is quoted outside of its context. In this regards, Sen (1986b) argues that the Smithian prudence is based on self-interest governed by self-command. Furthermore, mainstream economists like Sen are of the view that self-interest is multifaceted. In this context, while discussing the role of self-interest in preferences and choices, Sen (1985, 1995, 2002) classifies four components of private behaviour: self-centred welfare (a person’s welfare depends only on her/his own consumption), self-welfare goals (her/his only goal is to maximise her/his own welfare), self-goal choice (her/his choices must be based on the pursuit of her/his own goals) and, individual reasoning and self-scrutiny (a person not only enjoys her/his own consumption and looks for her/his own welfare, but also acts on the basis of her/his values and takes into consideration other’s wellbeing). According to Sen (1985), the neoclassicists are excessively fixated with the first two components. This, according to Sen (1987), is an inadequate portrayal of human nature because in the real-world (also in laboratory experiments) people often take other’s interests into consideration; for example, we find instances of cooperation in non-repeated games, one-off real-life situations, and so on. Thus, Sen (1977) criticises that human behaviour in the real-world seems not be a part of the neoclassicists’ inquiry. Furthermore, the neoclassical paradigm assumes free-standing and atomistic individuals, rendering decisions on their own; although Smith (1776) and Hayek (1948) have emphasised on individualism, they have not done so by considering that people are mere hedonists.

It is argued that economic activities lead to wealth creation. However, according to Aristotle, people ultimately seek happiness out of wealth. In other words, wealth-creation is not an end in itself, but a means to achieve other higher-
order human needs (mainly happiness). However, the neoclassical paradigm mainly treats people as self-interested utility maximising agents, often overlooks their moral and ethical sides, and actively opposes their inclusion in behavioural models. Sen (1987) argues that this is done mainly to make economics a positivistic science. In this regards March (1978) and Harsanyi (1955) also contend that an agent can have ethical preferences along with self-interest oriented ones; in the real-world, this can give benefits like reduced costs of enforcements, suggests Hirshleifer (1977). In this context, Sen (1974, 1977) claims that many of our preference ranking endeavours also have elements of our moral judgments in them, which he terms as the “meta-ranking” of an action-set that takes into account ethics in decision-making. Therefore, Sen (1987) argues, economics and ethics can coexist, complementing each other.

Although Arrow (1973), Laffont (1975), among others, argue that ethics is taken as an externality into economic decision-making; Rawls (1971) and Nagel (1975) do not entirely agree with such arguments that ethical undertakings are merely narrow quid pro quo instances of self-interest centred, calculative, rational acts. Moreover, according to Bernard (1938), responsible behaviour is the external manifestation of morality, which, Sen (1977) notes, can be seen in many spheres of the real-world, e.g., behaviour in oligopolies, familial responsibilities, etc.

Sen (2002) contends that there exists reciprocity between rationality and freedom. However, neoclassical economics treats actions to be dependent on their ends, not their means. In this regards, Simon (1985) argues that the neoclassical rationality, which he calls substantive rationality, is simply untenable in real-world. Instead, Simon (1945, 1955, 1957) postulates “bounded rationality” (BR) – people are intendedly rational, but limitedly so. In other words, they “satisfice” rather maximise their utilities, and accept the sufficiently satisfying outcomes. This is in line with Adam Smith’s point of view, according to which “our senses can never carry us beyond our own situations.” Thus, “full rationality” is an impossibility, which has been supported by Hayek (1944), Williamson (1975), Arrow (1974), Sen (1987, 2002), among others. An example of BR is “procedural rationality” (PR). Here, it is interesting to note that Simon (1978) treats BR as rational, not irrational. We are boundedly rational due to: uncertainties in the real-world, cognitive limitations, socio-cultural norms, etc. However, Williamson (1985) and Scott (2008) argue that BR underestimates the true human nature. Langlois (1986) criticises PR on the basis that it is yet another version of utility maximisation.

Economists, in spite of being aware of their highly unrealistic assumptions concerning human nature, defend their normative and positivist models. For example, Friedman (1962) defends them under the pretext that they generate valid predictions. But, modelling human behaviour using mathematical formalisation, without relevant empirical groundings, have been criticised by Knight (1935), Simon (1972, 1986), Rosenberg (1983), Donaldson (1984), Langlois (1986), Coase (1993b), Blaug (1998), Williams (2004), Hausman (2010), among others. Etzioni (1988) opines that “unlike mathematics, science requires substantive concepts.” Mirowski (1988, 1989, 1992, 1994) is critical about different attempts to formalise economics using analogies from natural sciences. Michael Simon (1982) argues that to be considered as a ‘real science,’ economics must explain various behavioural departures from axiomatic prescriptions that we observe in real-world. Hausman (2010) argues that economic theories rarely take into consideration the unobservable affective aspects behind human action that arise as and when people interact with each other in various socio-
economic settings. Here, Selten (2001) is of the view that every strong version of the rationality principle has weak empirical underpinnings. In addition to predicting behaviour, Sen (2002) thinks that rationality, in its broader sense, is also useful to understand “what others are doing and why, and also what they know, what we can learn from what they know, and so on.” Moreover, contrary to the commonsense notion of rationality, Sen (2002), building on Adam Smith’s view that links conduct with consequences, argues that even an instinctive action has elements of reasoning in it. Furthermore, although parsimony is a virtue in theory building, Hirschman (1984) thinks that we should include more variables when it is needed to explain a phenomenon realistically. In this regards, recent works by Humphreys (2009), Mäki (2009), Bicchieri (2009), among others, have raised the issue of how much simplification, generalisation, idealisation and abstraction can adequately portray real human behaviour? According to Leontief (1985), 50 per cent of all the articles published in the American Economic Review during the 1970s were purely mathematical, without any empirical data, 22 per cent had manipulated data, and two out of the four or five articles that had direct observations were concerned with pigeons or mice. With this backdrop, it is heartening to see that there is a surge towards experimental economics in the recent past; which, according to Castro and Weingarten (1973) and Colander (2000), among others, can provide a whole new way of testing and applying economic models by systematically applying experimental techniques to analyse human behaviour. Additionally, Hausman (2010) notes that there are promising trends in studying behaviour, e.g., economists’ growing interests towards philosophy of science.

Contrary to the NNR, behavioural experiments find that people do not act in accordance with the axioms of the RCT, always. Some examples in this regards are: preference reversal and framing effect (Tversky, 1990; Rabin 2000); less information is better than more for many real-world decision-making scenarios (Tversky and Kahneman, 1974); pursuance of other-regarding goals (Rabin, 1998); less relevance of preference in decision-making (McFadden, 1999); role of situational factors on decision making (Kahneman and Tversky 1979; Archer and Tritter, 2000; Rabin, 2002; Parisi and Smith, 2005); existence of two notions of utility namely, “experienced utility” and “decision utility” (Kahneman, 1994); time-inconsistency of preference (Phelps and Pollak 1968; Akerlof, 1991; O’Donoghue and Rabin 2001, 2005; Loewenstein and Thaler 1989); and so on. Interestingly, Levi (1986) argues that there is nothing irrational about having incomplete preferences in situations involving uncertainty. Thus, there are growing acceptance that the NNR is usually not followed in its strict sense in the real-world, i.e., people do violate standard theories of economics. However, Cross (1983) raises doubts over various inferences that are drawn from real-world data to independently validate different maximisation hypotheses in inadvisable ways. There are valid reasons to suspect the validity of empirical findings. Pruitt and Kimmel (1977), for instance, argue that experimental settings are too unfamiliar and artificial for people to reveal their ‘true’ nature. Hands (2001) is under the impression that the general methodological rules are of little use in analysing real-world deviations; moreover, he advocates for a naturalistic view of methodology, and is sceptical of prescriptions that are not based on detailed knowledge. And, Hausman (2010) doubts the sincerity behind studying human behaviour, empirically.
As regards the concept of utility, Loewenstein (2000) contends that even the founding father of utility Jeremy Bentham viewed utility as having emotional and psychological elements. Here, Mitchell (1924 [1930]) has opined that the “grand error” of neoclassical economics is its sidestepping the psychological correlates of behaviour, which has led to somewhat simplistic assumptions about human nature. Furthermore, Rosenberg (1976, 1980, 1992) argues that economics can only make imprecise generic predictions because it is built around folk psychology. Thus, like Hayek (1948), Rabin (2002) advocates for exploring possibilities to integrate economics with psychology in order to study human behaviour as it is.

The psychoanalytic rationality – based on Freud’s concept of psychoanalysis – is an important school of thought as regards human rationality because it is one of the first attempts by psychologists to study what is rational and what is not. According to Freud, people do not consciously control many of their actions, but subconsciously do so. This implies, we can treat actions as rational from the actor’s point of view. This, according to Jacobs (1992), has two important implications: (a) we should properly address the irrational and non-rational forces behind an action and, (b) using psychoanalysis, we should try to comprehend various unconscious motivations underlying them, and, if possible, integrate them into the rational self. However, Mullane (1971) argues that to treat all behaviour as rational, as psychoanalysis does, is unsound. Simon (1978) criticises psychoanalytic rationality because it is based on crude functional reasoning.

In stead of logical reasoning, many of our actions are subjected to biases, which are ignored by NNR. Nonetheless, they influence decision-making (Heider, 1958; Jones and Davis, 1965; Kelley, 1967; Ross, 1977; Bradley, 1978; Nisbett and Ross, 1980; Tetlock and Levi, 1982; Loewenstein et al., 1993; Babcock et al., 1995). Irrespective of their experience and learning, people are prone to behave in biased manners (Babcock and Loewenstein, 1997). Biases arise out of: visceral factors like hunches, gut feelings, intuitions and instincts (Schelling, 1984; Loewenstein, 1996; Loewenstein and Lerner, 2003); prior beliefs (Lord et al., 1979; Nisbett and Ross, 1980); affective elements (Slovic et al., 2002, 2004, 2007); over-commitment (Staw, 1976); pressure towards conforming with group norms, superiors’ orders, etc. (Asch, 1955; Milgram, 1963; Janis, 1972, 1982); contextual and cultural factors (Archer and Titter, 2000); tendency to feel more responsible to success than failure (Miller, 1976); self enhancing tendencies like superiority complex (Klein and Kunda, 1993; Messick et al., 1985; Liebrand et al., 1986; Tyson, 1990; Morgan, 1993; Festinger, 1957; Sherman and Gorkin; 1980); inter-temporal inconsistencies of choice (Strotz 1955-56; Schelling, 1978; Thaler, 1981; Laibson 1997; Kunda, 1987; Jones and Nisbett 1971; Nisbett and Ross, 1980); anchoring effect (Lichtenstein and Slovic, 1971; Tversky and Kahneman, 1974; Wilson et al., 1996); confirmation to prior beliefs (Festinger, 1957; Nickerson, 1998; Kuhn, 1970; Rabin, 1998; McHoskey, 1995); illusory correlations between events (Smedslund, 1963; Chapman, 1967; Chapman and Chapman, 1967, 1969, 1971; Nisbett and Ross, 1980); inadequate learning (Wilson and Schooler, 1991; Griffin and Tversky, 1992; Braun and Yaniv, 1992; Offerman and Sonnenmans, 1998); comparison between expected versus actual outcomes (Atkinson, 1964; Kahneman and Tversky, 1982); inter-subjective comparison (Festinger, 1957); loss aversion (Kahneman and Tversky, 1979); risk aversion (Kahneman and Tversky 1979, 1982; Kogan and Wallach, 1964; Yates 1992; Perloff and Fetzer, 1986; Klein and Kunda, 1994); Ostrich Effect (Karlsson et al., 1993).
2009), and so on. Among various types of biases, self-serving bias and attribution bias are important in the context of self-interest – a defining feature of the NNR. The self-serving bias, according to Miller and Ross (1975), is a human tendency whereby people take credit for success but deny responsibility for failure. And, attribution bias may distort decision-making because people try to analyse who and/or what was responsible for an event.

Contextual and situational forces can give rise to biases; for instance, Bradley (1978) finds that people’s causal attributions are affected by the degree of public scrutiny towards them. Attribution bias potentially can give rise to non-rational and/or irrational acts, contend Harman (2004), Doukas and Petmezas (2007), Billett and Qian (forthcoming), among others. Notwithstanding, Mitchell (2002) criticises behavioural approaches to decision-making, instead argues that not all deviations from rational models could be attributed to biases and heuristics. On how to make people ‘more rational,’ Camerer and Hogarth (1999), and Seidenfeld (2001) suggest that de-biasing, training in statistical methods, incentives, accountability, etc., may lead to better (rational) performance. However, their effectiveness, as Shafir and LeBoeuf (2002) have noted, are not clear. (Wright, 1984) argues that without an adequate understanding of the underlying processes in decision-making, efforts at de-biasing will continue to give confusing results.

Heuristics lead to optimal solutions quickly, which, according to Newell and Simon (1963), are rules of thumb, intelligent guesses, intuitive judgements or simply common sense. They enable people to make decisions in fast and frugal manners; which, Gigerenzer and Todd (1999) argue, are rational – “ecological rationality.” However, Shefrin (2000) cautions that every action that is fast and frugal is not an instance of heuristics, rather can be a “cognitive error.” Although they are quite useful, effective and economic, yet they can lead to severe, systematic and predictable errors as regards standard normative axioms of economics both in the cases of naïve as well as expert agents, notes Tversky and Kahneman (1971).

Some of the reasons behind the occurrence of heuristics are: people generally “satisfice,” not maximise, their utilities (Simon, 1956a, 1990); a decision-maker chooses a strategy depending on its cost, accuracy (given constraints), and time pressure (Payne et al., 1993); a decision-maker selects a strategy depending on the problem type and her/his expertise level (Chi et al., 1988; Bedard and Chi, 1992; Driver and Humphries, 1988); some people map one situation to another analogous but unfamiliar situation for problem-solving (Gentner, 1983); sometimes people act effectively by relying on their intuition rather than reasoning (Wilson and Schoolder, 1991); communal and cultural factors (D’Andrade, 1981, 1984, 1987, 1992); and so on. Fischhoff (1999) argues that heuristics themselves are imperfect strategies. Oppenheimer (2003), Newell et al. (2003), Edwards and von Winterfeldt (1986), among others, raise the predictive power of behavioural models based on heuristics. Hogarth (1981) argues that heuristics do not specify conditions under which people do or do not perform well. Contrary to the popular belief that innate abilities make people efficient users of heuristics, Ericsson and Charness (1994) and Dunbar (1995, 1997) find evidences that exceptional performance develops mainly, though not exclusively, from rigorous preparation. Slovic et al. (1977), Jungermann (1983), Wallsten (1983), Anderson (1987), among others, have criticised research on heuristics and biases because they do not have theoretical underpinnings.
Notwithstanding, the use of biases and heuristics are inevitable in the real-world because people are social beings and so their behaviour is a function of people and their environments or their *situatedness* in society (Lewin, 1951; Simon, 1957).

Hausman (2010) opines that economics along with being an object of social enquiry, is also a method to unravel various societal goings on; this augurs well with the historical definition of economics that says that it stands for the management of social institutions. Furthermore, while economics explains the consequences of choices concerning scarce productive resources, sociology is concerned with the study of inter-relationships in various transactions in society, including the economic ones. Thus, the role of sociology in economics is paramount.

In regards to rationality, Posner (1973) argues that economists’ treatment of rational actions, especially considering the NNR as the Pharaoh of rationality, makes almost every behaviour as rational because every behaviour can be easily explained away as another instance of utility maximisation. Etzioni (1988) thinks that actions may be regarded as more or less rational, but hardly they are highly rational in the sense of the NNR. He also argues that far from being limited to economic power, people frequently act using other kinds of powers, e.g., political power, to advance their economic goals. Interestingly, Etzioni (1988) contends that to manifest behaviour following the NNR is tantamount to manufacturing a ‘product’ called rationality that is devoid of human-like features. Foucault (1991b) doubts whether rationality is a rigid phenomenon, as the neoclassicists deem it to be. Instead, he views rationality as an emergent phenomenon that evolves taking into consideration many external and internal factors during decision-making (of course, adhering to some guidelines, e.g., social norms). In contemporary social sciences, these guidelines are mainly laid down by the neoclassical paradigm.

Utility is central to Weber’s (1922 [1968]) thoughts on economics, which however has broader meaning than that of the neoclassicists’. According to him, utility has an used value (or advantage), is more than just satisfaction of wants, and depends on external contexts and contingencies. Furthermore, he emphasises on the “means-ends rationality,” i.e., choosing the ends given the means and vice versa. Although the idea of rationality is a great unifying theme in Max Weber’s work, yet, unlike the neoclassicists, he treats it as a concept having a multiplicity of meanings. In this context, he classifies rationality as: (a) practical (evaluation of means to accomplish ends), (b) theoretical (attempts to understand real-world in terms of models built out of empirical observations and data), (c) substantive (people try to act morally; but Weber considered it problematic in modern society because the means-ends rationalisation of social life makes it difficult for people to lead ethical lives), and, (d) formal (a broader form of rationality, more common in real-world, which characterises bureaucratic organisations with institutionalised rules, laws and regulations). According to Weber, the “gain spirit” that is embedded in rational behaviour, has led to the prosperity of the Western world. However, as Kalberg (1980) notes, Weber views the long-term rationalisation processes as rooted in values rather than self-interest. Furthermore, bureaucracy is the socio-economic archetypical manifestation of formal rationalism. It, according to Weber, is an “efficient administrative system” which is characterised by hierarchical structures, continuity of employment, impersonality of occupational positions, and expertise of people. In addition to the rationalisation of social life, the spread of bureaucratic organisations is
due to the fact that they are considered more efficient than the others that came before it.

There are also criticisms against bureaucracy. Weber (1952 [1905]) warns that the rationalist order under capitalism is like an “iron cage” which has imprisoned the humanity. Thompson (1967) thinks that it mainly facilitates organisational management rather than understanding the underlying rationalisation process. Hummel (1976) argues that humanistic values are easily lost within bureaucratic ethos; interestingly, he also notes that bureaucracy is antithetical to human nature. Parsons (1937) and Gouldner (1955) argue that rule-bound behaviour curtails freedom in bureaucratic organisations. Contrary to the fact that bureaucratic organisations are awash with formal behaviour, Blau (1955) finds informal dealings like cooperation in bureaucratic workplaces. Roethlisberger and Dickson (1939) suggests that workers usually have their ‘own’ informal organisations inside formal organisations. Marx and Engels (1976 [1845-48]) argue that power remains at the top of the hierarchy in bureaucratic organisations. Dimock (1959), Strauss (1961) and Jackall (1996) view bureaucracy leading to centralised decision-making and uneven distribution of power, which can lead to dysfunctional consequences. Contrary to the idea that power is either rigidly held or continuously evolve in unidirectional manners in bureaucracies, March and Simon (1958), Blau’s (1964), Macintosh (1995), Berger and Luckman (2002) argue that power is dialectic in nature.

Furthermore, it is argued that not all that is rational produces efficiency and everything that is irrational and/or non-rational leads to inefficiency. Merton (1957), Gouldner (1954) and Selznick (1953) caution that with its preoccupation with logical procedures, bureaucratic decision-making can lose the overall socio-economic picture, and in the process be myopic. Gouldner (1954) finds that irrational traits like anxiety concerning promotion, wage-increase or job-insecurity, may, as a matter of fact, produce greater motivation and inter-personal competition; as a result, productivity can in fact increase. Merton (1957) argues that certain expertise in bureaucratic organisations can lead to inefficiency due to “trained incapacity,” “managerial one-dimensionality,” and so on. Aldrich (1979) argues that once fully established, it is very hard to replace bureaucracy, which can hinder creative and innovative approaches from emerging. Interestingly, Gouldner (1955) notes that Weber himself thought that bureaucracy is a Janus-faced organisation wherein human behaviour get transformed and institutionalised as rule-following and, in the process, people tend to obey orders without judging and/or examining their rationality, morality or content.

Institutionalisation, according to Craib (1992), stands for the creation of a system of particular values and norms, specific modes of behaviour, etc. Weber, Habermas (1985) notes, argues that institutionalisation has a great role in the rationalisation of society. Parsons (1990) argues that economic motives are socially conditioned, especially in the sense of “institutionalized motivation” or “institutionalized individualism.” DiMaggio and Powell (1983, 1991) argue that isomorphism – i.e., creation of similar organisations – leads to institutionalisation. Berger and Luckmann (1966) discuss three interlinked processes underlying social constructions of reality: habitualisation, institutionalisation and sedimentation; which address the issues involving the development, predictability and stability of behaviour in society. Furthermore, they argue that the process of institutionalisation needs explanation in order to be accepted and, legitimisation and justification in order to
make it accepted (among people); and in the process gets ingrained into society. They also contend that it is an evolving dynamic phenomenon; thus, not rigid like the NNR. Pugh and Hickson (1993) argue that a central issue in the context of rational models of organisations is: why do people in organisations conform to the orders given to them and follow the standards of behaviour laid down for them? Some of the reasons this regards, they contend, are: compliance degrees, power, status, economic benefits, security needs, fear of sanctions, and so on. Thus, even if institutionalisation facilitates the rationalisation process, yet it is not all about complying with the NNR, because people have other motivations to act, along with safeguarding their self-interest and maximising their individual utilities.

Taylorism is a special case to institutionalise the shop-floor, with the tenets of scientific management. Similar to the assumptions of the NNR, Taylor argues that management is a true science and there is ‘one right way’ to do a job. Furthermore, he also considered efficiency as a function of rational acts (like adhering to standard rules of production), and non-rational and irrational traits of people cause inefficiency. In this regards, he treated soldering – the tendency of workers to purposefully work well below their capacity – as irrational and/or non-rational. However, if a worker is underpaid, then soldiering could be rational from her/his point of view, but irrational and/or non-rational from the point of view of the management. In other words, rationality in real-world is relative, having different meanings for different people. Moreover, scientific management, Taylor claims, increases individual efficiency by indoctrinating them with rational shop-floor norms; however, Fayol (1916 [1949]) views efficiency as not only an outcome of increased labour efficiency but also improved human relations, which is contrary to NNR. Differentiating efficiency from effectiveness and emphasising on the latter, Yuchtman and Seashore (1967) have argued that effectiveness mainly lies in an organisation’s ability to impress upon its environment in attracting scarce resources, which is not addressed by Taylorism. Criticising Taylorism severely, Braverman (1974) argues that the ‘degradation of work’ is a direct consequence of applying rational-scientific management style to the jobs that are untenable in real-world. Interestingly, Moore (1997) argues that effectiveness primarily lies in strategic considerations of social contexts in which decisions are made, along with efficiency.

Polanyi (1944) envisions that economic activities are socially embedded, which is refined further by Granovetter (1985) in his notion of “embeddedness in networks” of social relations. Schumpeter (1950) also argues that efficient organisations take into consideration social factors, along with economic ones, especially in strategy making. Blau and Scott (1962) argues that organisations have their roots in larger social systems. Uzzi (1997) argues that some aspects of embeddedness create economic opportunities that are difficult to replicate via market and organisational mechanisms. Granovetter (2005) claims that social networks affect economic outcomes by: influencing flow and the quality of information, being sources of reward and punishment, generating trust between transacting parties. Powell (1990) argues that market transactions take place through either loose collections of individuals who maintain impersonal and constantly shifting ties, or stable network partners who maintain close relationships. Various empirical findings in regards to social embeddedness also reveal that social relations have some commercial aspects that fail to get estimated in usual economic calculations. Some examples in this regards are: enhanced efficiency through informal information sharing (Helper, 1990), reduced
transaction costs arising out of the development of trust and personal ties (Dore, 1983; Asanuma, 1985; Smitka, 1991; Gerlach, 1992; Lincoln et al., 1996), reduced cost of capital (Sterns and Mizruchi, 1993), effective strategy (Leung, 1993), better customer relationship (Moorman, et al., 1992), organisational restructuring (Palmer et al., 1995), firm survival rates (Baum and Oliver, 1992). Notwithstanding, Peterson and Rajan (1994) argue that social relations have minimal effects on economic transactions and, as a matter of fact, create inefficiencies by hiding various transactions from the market analyses. Portes and Sensenbrenner (1993) claim that it curtails individual freedom and increases cost on accounts of community solidarity.

The Social exchange theory (SET), theorised by Homas (1958), considers that all human relationships are based on cost-benefit analyses and the comparison of alternatives. Like the RCT, it also underlines the fact that people are utility maximising agents. Although Blau (1964) contends that social exchanges arise out of various relations between people and groups, yet he disregards that all human behaviour is guided by considerations of exchange. Moreover, according to him, some social exchanges, e.g., trust, are superimposed upon economic transactions; and argues that approaches based on cost-and-benefit analyses to study social exchanges are futile undertakings because most of them cannot be quantified in monetary terms. Thibaut and Kelley (1959) are under the impression that people engage in social exchanges because of a variety of reasons like anticipated reciprocity, expected rise in reputation, power and prestige, altruism, direct rewards, and so on. Miller (2002) criticises the SET because it: (a) reduces human interactions into purely (economic) rational processes; (b) postulates the formation of linear relationships, which, once again may always not be the case; (c) assumes that the ultimate goal of a relationship is intimacy, which may not always be true; (d) emphasises freedom and transparency as important facilitators in relationship building between interacting parties/agents, which is not the best option every time.

Are rational agents sovereign enough to act freely? In this regards, Strawson (1986) argues that no free action is rational. On the contrary, according to Kane (1996), all free actions must be rational. Taking a middle path, Vollmer (2004) argues that there is, as a matter of fact, no necessary connection between freedom and rationality. Interestingly, Simmel (1907 [1978]) contends that money not only promotes rationality by enabling people to be calculative but also keeps themselves out of transactions (making them independent). De Uriarte (1990) opines that the neoclassicists’ agent is only a “programmed individual” who craves to maximise her/his utility; he reasons that such an individual does not have free will at all, or if s/he has then it has no relevance to socio-economic activities because what it does are just mathematical operations involving computations and estimations, e.g., preference ranking. Latsis (1976b) feels that it is paradoxical the way the neoclassicists lump agent’s free will and his behaviour; this is because of the presence of situational forces that may not be under the control of the agent. According to him, the neoclassicists’ agents are like puppets who react, do not act. Tönnies (1955) opines that “rational-will” is not free-will because it reduces human capability by compelling him to behave predictably. Moreover, Barnes (2000) argues that rational acts, both in the sense of the neoclassicists and otherwise, are not free but contingent on many factors.
The NNR undermines the collective make-up of organisations. Some of the prominent arguments in this regards are: Bourdieu’s (1998b) reasoning on the rationale behind setting individual objectives in organisations; Archer and Titter’s (2000) arguments against the RCT that undermine collective solidarity; Castro’s (1996) analyses of narrowly defined performance measures in highly coordinated hierarchical enterprises, to name a few. Mannheim raises the issues concerning the rationalisation of society and whether society should be studied at the individual or “organic” level. In this regards, methodological individualists, like Weber (1922 [1968]), Schumpeter (1908, 1909), Hayek (1948), among others, argue that social sciences should be grounded in individual action. However, Moore (1946) argues that in the long-run, there is always a limit to individualism. Furthermore, Arrow (1994), Udéhn (2001, 2002), Hodgson (2007), Kincaid (2008), among others, criticise the neoclassicists’ attempts to analyse collective actions in terms of rational utility maximising individualised agents. For example, Arrow (1994) contends that social factors that are not attached to particular individuals, are essential to study an economy. Kincaid (2008) questions if we, in principle, can can explain an economy through theories based on individual economic behaviour.

Parsons (1937) and March (2008) argue that actions, including rational ones, are context-and-contingency dependant. Scott (2008) argues that in order to understand or explain an action, one must account for not only the objective conditions that includes the environmental factors, but also the actor’s subjective interpretation of them; this can be seen as an argument against the neoclassical paradigm that assumes agents to be homogeneous.

The theoretical problem of estimation and allocation of resources is less physical and more epistemological in nature, argues Richardson (1998); he reasons it on the basis that our knowledge is imperfect, fragmented and uncertain. Shane (2000) argues that the neoclassicists’ assumption that public knowledge about opportunities must be equally ‘obvious’ to everyone is fallible; according to him only some people are better equipped to exploit them, like the entrepreneurs, not everyone. According to Parsons (1937 [1968a]), all knowledge, including scientific and rational knowledge, is conceptually formed and that all observations are made in terms of conceptual schemes, which is true not only of sophisticated scientific observations but also of the simplest commonsense statements of facts; so they are not adequate to explain the real-world. Hayek (1937) is sceptical that we may never be able to generate much knowledge about the real-world from formal economic analyses. Notwithstanding, even if one argues that we can understand the real-world by interpreting empirical data, then also we face another roadblock, i.e., interpretation and understanding, two vital components of generating knowledge, are never the same, argues Heidegger (1962). Bevir (2008) argues that all that the neoclassical paradigm generates is knowledge based on deductive reasoning, which is adequate to prove their axioms. However, knowledge from inductive reasoning is also important because the real-world does not only consist of representative, homogeneous agents. Furthermore, Johnson (1996) argues that apart from disciplines in natural sciences economics can also get immensely benefited from non-normative disciplines in social sciences. According to Hebermas (1984), rationality depends on the reliability of the knowledge embodied in it. He further argues that behaviour cannot be termed rational on the basis of self-knowledge because such knowledge can be fallible, hence he calls for objective verification of rationality. However, he questions the authenticity of
such verifications on the grounds that who is better equipped to judge others. In this context, Weber (1973) notes that pursuing objective knowledge in social sciences is not an easy undertaking.

Sen (1987) argues that the chasm that has grown between economics and ethics, under the influence of neoclassical economics, has, as a matter of fact, considerably impoverished economics. Arguing against the utilitarian ethics that appropriates the ‘rightness’ of an action in the neoclassical paradigm, Rawls (1971) argues that many of the implications of utilitarianism are opposed to our moral convictions and sentiments. In regards to conflicting interests between agents, Ulrich (1996) argues that the utilitarian ethics fails to realistically address issues involving ethics. In this regards, Adam Smith advocates for building a system of justice that could guarantee economic fair-play. Arguing in similar vein, Rawls (1971) has proposed for contracts as the guarantor of morality. However, these systemic solutions may not address the problem adequately because, as we know, systems are created by individuals, including utility maximising hedonists, who can create systems that serve their own purposes. Bohnen (1964) reasons that although the neoclassicists propose the ‘interest-neutral utilitarian ethics,’ i.e., most happiness for most numbers of people, yet it is another way to project the neoclassicists’ version of the ‘rational wo/man’ and thereby continuing with the assumption that utilitarian calculus can lead to ethical actions. Schumpeter (1954) argued that utilitarianism is basically another natural-law system, which, by theorising human behaviour in the real-world through various ‘axiomatic laws,’ portrays a very stable and highly simplified human nature. Reflecting on the fact that human beings are higher order species in the animal kingdom, and critiquing the neoclassicists’ approach of assuming one over-arching utility, i.e., self-satisfaction, Etzioni (1988) ponders if models on human behaviour that consider them as hedonists, can really account for the higher-order traits that people have. Furthermore, he argues that it is oftentimes very difficult to predict the outcome of an action in the real-world, and hence utilitarian ethics is fallible; this, according to him, could be overcome by employing deontology. To act in a morally-right way, people must act from the perspective of duty, argues Immanuel Kant in the Theory of Ethics. This is the central premise of deontology. By emphasising on means and motives behind an action, deontology is contrary to the utilitarian ethics. There are also criticisms to the deontological ethics, mainly hovering around the rigid manner in which deontology explains the ethical aspects of an action. Instead, Rawls (1971) proposes contractualism; McCain (1991b) postulates relativistic conception of rationality; Ulrich (2008) conceptualises integrative economics ethics, Sen (2009) advocates for a broad consequentialist approach. Castro (1996) argues that ethical actions should be pursued irrespective of its implications towards individual and institutional interests, building his arguments around the Socratic question: “How should life be lived?”

Thus, arguments by mainstream economists, psychologists and sociologists reveal that the notion of Homo economicus – human behaviour that is dominated by economic motives, guided by attributes like self-interest and utility maximisation, and based on utilitarianism – is far from being an actual agent. Such a ‘creature’ does not exist; if it does then, as Keynes (1955) notes, it need not be conceived as a pure egoist. Because of the impossibility to conceive the human being as a Homo economicus, this conception has metamorphosed into various avatars like “plain economic man” (Homans, 1961), “rational man” (Coleman, 1986), “rational
egoist” (Hechter and Kanazawa, 1997)\textsuperscript{1774}, “the opposite of homo sociologicus” (Abell, 1992)\textsuperscript{1775}, “Restricted, Resourceful, Expecting, Evaluating, Maximizing Man” (Lindenberg, 1992)\textsuperscript{1776}, “Resourceful, Evaluative, Maximizing Model” (Jensen and Meckling, 1994)\textsuperscript{1777}, or even “boundedly rational model” (Simon, 1955). As regards all these modelling attempts, as Knight (1964) notes, there is a caution: “[… While the old economists employed the concept of an economic man deliberately and intelligently; for [the neoclassicists …] he is literally the man in the street.”\textsuperscript{1778} Thus, most of these modelling transformations of the rational wo/man, under the neoclassical paradigm, are similar attempts to portray people as self-interest oriented utility-maximisers. In this context, as Sen (1977e) has pointed out, people who are rational, in the neoclassical sense, are nothing but some forms of caricature of the human being – they are “Rational Fools.”

‘[… T]he assumption that when asked a question, the individual gives that answer which will maximize his personal gain. How good is this assumption? I [Sen] doubt that in general it is very good. (“Where is the railway station?” he asks me. “There,” I say, pointing at the post office, “and would you please post this letter for me on the way?” “Yes,” he says, determined to open the envelope and check whether it contains something valuable.) […]’\textsuperscript{1779}

2.5. Raising the Curtains for the Next Chapter

“[…] That the world is not the epitome of eternal rationality is conclusively shown by the fact that the particle of the world with which we are acquainted – our human rationality – is not any too reasonable. […] For] even in the wisest, reason is the exception: chaos and necessity and swirling stars – that is the rule. […]” Taking everything into consideration, one thing is impossible: rationality […]”\textsuperscript{1780}

Borrowing from Weber, accounting is central in the rationalisation of the capitalistic society, including its socio-economic activities and institutions. Accounting objects (AOs) like financial statements (FSs), GAAPs, etc., have rationalising qualities (RQs) that help decision-makers to reason their actions. RQs manifest themselves as and when the AOs come in contact with their users. For example, GAAP are employed when: managers prepare FSs, regulatory and law enforcement authorities verify their authenticity, certified auditors audit companies, judges settle down litigations related to accounting misappropriation cases, and so on; the RQs in GAAP (e.g., reporting with prudence) manifest themselves and thereby help users to rationalise their decision-making activities, such as: when managers prepare FSs they use GAAP to not only present financial information through some prescribed mathematical formulae and calculations but also reason them. Similarly, FSs are used when: managers plan subsequent years’ budget allocations, employees calculate their bonuses/incentives, shareholders estimate their dividends, regulatory and law enforcement authorities verify their authenticity, certified auditors audit companies, market analysts give their projections about company’s future profitability, creditors and financial institutions assess returns as well as investment opportunities, competitors evaluate their strategies, and so on; the RQs in FSs (e.g., relevance for decision usefulness) show up and facilitate rational actions in these instances too, such as: investors are able to reason their (share) portfolio management strategies by taking into consideration profitability prospects of companies, sales managers strategise their advertisement budgets outlays, and so on.
However, the process of rationalisation is far from simple and straightforward. In this regards, let us look at the following example in the context of earnings management (EM). Preparers of FSs reason their actions by giving an account of financial information prudently, which is one of the foundational principles of GAAP. However, as we know, GAAP also provide reporting flexibilities. Thus, even if GAAP are fairly clear in their definition of operating cash flow yet there are considerable flexibility permitted in its calculation like, companies can include an increase in overdrafts in reporting quarterly or annual operating cash flows; however, the resulted cash flow although may look healthy yet is not generated by sustainable sources because amounts borrowed in that manner need to be repaid. In this manner, even if it is tempting to say that GAAP can help managers to act rationally as regards reporting companies’ financial matters prudently, yet there are also other features embedded in GAAP like ‘reporting flexibility,’ which can be ‘misused’ in the name of rational decisions. As a matter of fact, GAAP have the flexibility feature in order to make reporting not only truthful but also realistic considering various contingencies in the market; thus, it should be used to report the ‘actual figures’ of a company’s true financial status and at the same time should also be realistic in addressing the promising future trends, with the help of Smithian-prudence based reasoning and foresight. However, foresight may: get overly influenced by NNR; self-interest and utility maximisation, in the process, become the twin focus of (human) reasoning; and get transformed into mere speculation. A notable example in this regards is the Enron Scandal.

Enron Scandal is one of the biggest cases involving accounting misappropriation, particularly managing earnings. As we know, EM can be carried out using features of reporting flexibility – in a rational manner in the sense of the Smithian prudence – to project the realistic performance of a company; only then it is deemed as EM by regulators. However, it can also be done by reinterpreting, may be twisting, these flexibility features in ways that further hedonism at the cost of a firm’s sustainability; which is an instance of manipulative EM (MEM). This is what caused the Enron Scandal. Enron’s earnings were excessively managed by its decision-makers to meet and beat analysts’ forecast, because their remunerations largely depended on its performance in the capital market. In other words, they wanted more money (may be in order to quell their desire to have more money).

Here a question crops up regarding human rationality: do decision-makers rationalise their actions based on a sense of deprivation? In other words, do they carry out MEM to overcome their deprivation levels. But, they are mostly well off, both in terms of money and social status; in this sense, they should not have absolute deprivations! Then what do they want with more money? In the next chapter, we are going to investigate if (relative) deprivation is a reason behind the reason – the Causal History of reason – to carry out MEM.

***
3. Turning Expectations from Relative Deprivation into Motivations to Manipulate Earnings (in stead of Managing Them)! An Empirical Study Based on a Real Case

Abstract

Although lawful, the widespread use of earnings management in financial reporting, as noted by Arthur Levitt (the former Chairman of the US SEC), gives reasons to believe that companies may be indulging in illegally manipulating earnings in stead of managing them prudently. What motivate it are not straightforward because the nature of human motivation is complex. Although, earnings management is deemed an intentional action, wherein company decision-makers use managerial discretions and judgements to achieve desired earnings numbers; yet nothing has been said beyond this. In this empirical study, based on a real case, using vignettes in a Web-survey as the method of investigation (i.e., a mix of qualitative and quantitative approaches); we have attempted to study relative deprivation – i.e., people’s reaction to objective situations depends on their subjective comparisons – as one of the causes behind decision-makers’ reasoning process to manipulate earnings. Our findings are mixed in the sense that while answering if relative deprivation causes earnings management to stray into earnings manipulations, the respondents have rendered varied levels of support to it under two different situations. Notwithstanding, we have some interesting findings as regards relative deprivation effecting manipulative earnings management practices that can potentially set the roadmap for future research on causal correlates behind managing earnings, including manipulating them.

3.1. Introduction

“[… O]bservation and description must be the starting points for scientific research. Observations are the building blocks for subsequent scientific activities, such as classification, measurement and theory building. […] They] are also necessary for testing the generalizability and limits of any theory.”

The Corporate World had not seen anything like his spectacular rise and sudden fall. Even if his childhood and adolescence were marred by abject poverty and deprivation, yet his stupendous entrepreneurial success was extraordinary in the annals of the business history. He pursued cut-throat competition, created business opportunities where they were inexistent, structured a ruthless corporate culture where success implied meeting and beating analysts’ forecasts, fiercely lobbied and influenced policy-makers in creating favourable business conditions, and so forth. In the process, his company became the seventh largest on the Fortune 500 list, that to only in less than fifteen years of its founding. But only after a couple of months of this success saga, he filed for its bankruptcy; the tremors of which were far-reaching. Markets across the globe tumbled. Tens of thousands of employees not only lost their jobs but also benefits worth billions of dollars. When the company was dwindling, he and his confidants kept everything a secret, to artificially keep its share prices high. In doing so, they amassed billions of dollars by offloading their shares before things became known and the prices plunged. A number of financial institutions paid hundreds of millions of dollars in fines and penalties for their shady transactions with
it. Its collapse also destroyed a top auditing and consulting firm, which was accused of obstructing justice by destroying documents related to the case. Its traders pled guilty of wire fraud. All in all, the ripple effects of these events put numerous question-marks on the future of capitalism based on free-markets. He, including his confidants, were ultimately either convicted of or pleaded guilty to many charges for questionable business practices, fraud, felony, conspiracy, and so on. Tragically, he died of a massive heart attack after his conviction. Yes, this is the story of Kenneth Lay, the founder of Enron, and one of the masterminds behind the Enron Scandal involving outrageous instances of accounting misappropriations including manipulative earnings management (MEM) practices.

Hardly a month goes by without the surfacing of unethical and illegal financial reporting involving earnings management (EM). Even if permissible under accounting statutes and guidelines, its widespread use, noted by Arthur Levitt (the ex-Chairman of US SEC), has led to an erosion in the quality of earnings; hence, deteriorated the quality of financial reporting. In stead of meeting its main purpose to represent the financial situation of a company in a realistic manner, EM “[…] reflects negative due diligence of managers in their fiduciary duty to the shareholders […] and] represents socially undesirable behaviour as well as illegal activities.” Generally speaking, managers manage earnings to meet firm and individual performance related objectives like: increasing executive incentives, being concerned with job security, enhancing reputation, reducing cost of capital, decreasing social-political costs, meeting performance standards, undertaking strategic decision-making (like mergers and acquisitions, investment decisions, etc.), and so on. By definition, it entails the intention to adjust earnings (or net profits) through managerial discretions (Copeland, 1968; Beidleman, 1973; Holthausen and Leftwich, 1983; Healy, 1985; DeAngelo, 1986; Merchant, 1987; Schipper, 1989; Fischer and Roszenzweig, 1995; Healy and Wahlen, 1999; Phillips et al., 2003; Ronen and Yaari, 2008). Moreover, “[… c]ompanies manage earnings when they ask: “How can we best report desired results?” rather than “How can we best report economic reality (the actual results)”? Thus, it is an intentional action because it involves human discretion and desire.

3.2. Intentional Action

“[… T]o act is to modify the shape of the world; it is to arrange means in view of an end; it is to produce an organized instrumental complex such that by a series of concatenations and connections the modification effected on one of the links causes modifications throughout the whole series and finally produces an anticipated result. But this is not what is important. […] Rather, w[e should observe first that an action is on principle intentional. […]”

From the perspective of the philosophy of mind, intentionality rationalises an intentional action, which has its underlying intentions, motives and purposes – a set of attitudes (Bentham, 1780; Brentano, 1874; Husserl, 1900-1901/1913 [1970]; 1928 [1964]; 1948 [1973]; Sartre, 1939; 1963; Føllesdal, 1978; Searle, 1983; 1984; 1992; 1998; 2002; 2004; Bell 1990; Dummett 1993; Crane, 1998). According to Searle (1992), intentionality has two fundamental aspects: the Background and the Network. The former is a set of
capacities that help people to perform an action, which in themselves are not intentional (e.g., a manager’s knowledge of accounting methods is essential to carry out MEM); and, the latter is an individual’s set of beliefs, desires, and other intentional states that are necessary for any particular intentional state to make sense (e.g., carrying out MEM and achieving company targets could enable a manager to gain financially). In this way, an intentional action is preceded by a belief or desire which is intentional in the sense that it is directed towards meeting a (desired) target – i.e., a disposition to behave – which, in turn, is a part of other desires (e.g., to be rich may be one of them, to have higher social status may be another) and beliefs – the Network; the Background is a necessary condition for the Network. Thus, an intentional action consists of the Intentionality, the Background, the Network, and a disposition to behave (see: Figure 1).

From the perspective of social-psychologists, an intentional action describes why an individual acted the way s/he did (Anscombe, 1957; Heider, 1958; Bruner, 1990; Malle and Knobe, 1997b; Gopnik, 1998; Malle, 1999). According to Malle (1999), it has the following domains: causal history of reasons (CHR), reasons behind the action itself, intention to achieve an objective, and enabling factors to undertake it. The CHR refers to factors that reveal what led up to the reasons behind an action (Hirschberg, 1978; Locke and Pennington, 1982; Malle, 1999, 2001; 2005; Wilson, 1997; O’Laughlin and Malle, 2002). They describe environmental factors like the context, background or origin of reasons; are not constrained by subjectivity or rationality rules that apply to reasons themselves; and go beyond a person’s reasons behind her/his action. Along with citing personal traits behind reasons, CHR explanations also include childhood experience, culture, past behaviour, current psychological states, and situational cues that trigger a particular reason (Malle, 1999; 2005). However, an agent may not be aware about the CHR while acting intentionally (Malle et al., 2000). Second, reasons underlie actions (Davidson, 1963; Buss, 1978; Locke and Pennington, 1982; Read, 1987; Audi, 1993; Malle, 1999). Common reason types are: desire, belief and valuing (their behaviour explanation distribution is as follows: 50 per cent towards desire, 40 and 10 towards belief and valuing respectively). When people explain their own behaviour, they use belief reasons to justify their actions as rational; whereas observers tend to use desire reasons to explain the behaviour of others. The minimal reasons that make actions intentional are: an agent’s desire for an outcome and her/his belief that the (intended) action will lead to the (desired) outcome. Enabling factors explain issues and questions related to how an action
was possible in the first place; they include: skill, effort, persistence, opportunity, removed obstacles, etc. They take for granted the individual’s intention and reason to behave. Although, they are necessary to perform an intentional action, i.e., without them an action only be deemed as an attempt and not a complete action (Turnbull, 1986; McClure and Hilton, 1997); among them, skill is considered as paramount to make an action intentional (Malle and Knobe, 1997a; Mele, 2001). Although they do not clarify what motivate people to act, they certainly show how it was possible that the intentional action was successfully performed (Malle, 2005). In a nutshell, “[…] the concept of intentionality […] accounts for how it was possible that a given action occurred (enabling factor explanations), why the agent intended to act that way (reason explanations), and what lay in the background of these reasons (causal history of reason explanations. […]"

Explaining intentional actions by tracing the reasons behind them involves complex issues like: whether they justify people’s actions or they cause them (Rosenberg, 1988); when and why people use CHR or enabling factors in stead of reason explanations (Malle, 2001); why reasons and the underlying desires, beliefs, and valuations are not always considered as effecting intentional actions (Kane, 1996); and so on. To explain an intentional action, Weber (1904), Knight (1935b), and Machlup (1969a) have argued that social science should provide us with an understanding from an agent’s point-of-view — a view from the inside. However, an agent’s own account of reasons on many occasions are either inadequate or irrational explanations of actions (Anscombe, 1957; Natanson, 1963; Broadbeck, 1968; Krimerman, 1969; Rabilao and Sullivan, 1979; Braybrooke, 1987; Fay, 1987; Rosenberg, 1988; Kunda, 1990; Little, 1991; Martin and McIntyre, 1994; Searle, 2004; Tanney, 2005). ‘Much social science is devoted to ferreting out the “real reasons” from the ones people offer to explain or excuse their actions. […] However] the question is, how do real reasons explain the actions they bring about? Is it because of the logical argument that we can reconstruct that reasons can justify people’s actions, or is it because reasons cause their actions? Does the action-justifying character of reasons make them a special subclass of causes, or does it make reasons a different sort of explainer entirely.’ Hence, reasons do not adequately explain intentional actions mainly because of the difficulties involved in ascertaining whether they cause or explain them. It is argued that an intentional action, any action for that matter, takes place in a social setting which may be probed further to infer what caused it before it is actually reasoned.

“[…] Decision making […] cannot be disentangled from social context, which shapes preferences and therefore what an individual perceives as rational. A full theoretical explanation of the action of any social actor needs to take into account, to the greatest extent possible, its situated character: individual activity, choices, and action occur within a multilayered social context that affects interpretation and meaning at the local level. […]"

As regards intentional actions as socially situated, let us rewind the Enron Scandal and focus on an important statement Kenneth Lay made while undergoing trial on fraud and felony charges; which can throw further light on the intentional action, MEM in our case, that was one of the main factors leading to the Enron bankruptcy. During a legal hearings, Lay had tried to defend his questionable behaviour that led to the Enron bankruptcy, saying: “We had realized the American Dream and were living a very expensive lifestyle […]”. It’s the type of lifestyle that’s
difficult to turn on and off like a spigot [...] American Dream is important here because Lay, it has been argued, was a victim of it (Choo and Tan, 2007[1872]). Thus, here arises a question: ‘Was Enron the work of a few bad men, or a dark shadow of the American Dream?’[1874]

3.2.1. American Dream and Intentional Action

Broadly speaking, the American Dream (AD) is about achieving (socio-economic) success (Hochschild, 1995[1875]). According to AD, anyone, irrespective of her/his upbringing, can become successful through hard-work and dedication. Though it is credited with bringing prosperity to millions, it also has been blamed for the ever-mounting societal expectations and over-inflated personal desire to be rich and famous, hence spreading a sense of deprivation among people, the rich and the poor alike. The desire to aspire and acquire more, and in the process becoming more successful, can become an obsession, i.e., a perpetual desire, in people in such a society (because of the constant pressure to be successful continuously). This “culture of competition” is one of the factors that gives rise to the mindset to aspire for and acquire more wealth and social status.

Desire is considered as the primary motive behind an intentional action (Searle, 1983[1882]), because it is normally directed at a goal – the end of an action (Dretske, 1988[1883]). Thus, in the case of an AD centric society, the desire to succeed can become an end in itself (which may lead to illegal actions like those committed by Lay). Interestingly, desire is strongly embedded in a society’s shared knowledge base (Bruner, 1990); which mainly concerned with the mindset of becoming successful in monetary terms in such a society. Success is a relative concept as people desire to be successful with respect to others with whom they compare their (financial and social) status with. And, in a society dominated by the AD, the measures of success change with time, making people to continuously desire more to exceed their past success levels; which can lead to further levels of cravings and hence deprivation, leading to a vicious cycle of aspiring more than before. This has global implications at present because our contemporary world is greatly influenced by Westernisation and/or Americanisation and hence the tenets of AD are widespread worldwide, which is particularly relevant with respect to organisational decision-making because of the constant pressure on companies to better their past levels of success. As one purpose of EM is to inflate earnings, thereby making companies look more lucrative, company decision-makers (hereafter decision-makers) can use the managing earnings route time and again to achieve desired earnings numbers, impress the market and remain (sic) successful. However, in doing so, they may sidestep prudent means, as Levitt (1998) has noted, and instead employ illegal means (e.g., MEM). In the process, they may rationalise the adoption of MEM to achieve the success that they desire and get rid of their (relative) deprivation, if EM does not let them to achieve their goals.

3.3. Relative Deprivation
Contrary to ‘Organisation Wo/man’ as a depersonalised entity, and that (formal) organisations exist independent of particular human beings; human action, behaviour and motivation guide organisational functioning. People resist depersonalised representations of themselves; instead, they tend to act as wholes (Selznick, 1948). That is, “[t]he formal systems cannot take account of the deviations introduced [by looking at organisations as depersonalised arenas, where people are represented by their formal organisational roles], and consequently break down as instruments of control when relied upon alone. The whole individual raises new problems for the organization, partly because he brings with him a set of established habits as well, perhaps, as commitment to [and conflict with …] groups outside the organization.”

MEM entails an intention that culminates in the behaviour to manipulate earnings fraudulently. Behaviour is often a matter of habit which is often difficult to change. Thus, habit is one of the keys to study behaviour. According to Selznick (Ibid.), habits have their origins in society. Thus, aspects pertaining to an individual’s upbringing and dwelling in a particular kind of society are to be explored further in order to unravel the causal correlates of MEM. Furthermore, desire (or want) is an important kind of reason behind an intentional action, which influences habit formation. As a result, to explain habit, we need to know her/his desires which, however, are relative. “[…] Our wants [and desires …] have their origin in society, we do not measure them in relation to the objects which serve for their gratification. Since they are of a social nature, they are of a relative nature. […]”

Desire and deprivation are interlinked. To feel deprived of something, it is necessary that an individual actually desires it; which, in turn, can lead to the desire to overcome the deprivation (arising out of that unfulfilled desire). That is, Desire to have something → Deprivation of not having it → Desire (reason) to overcome this deprivation. The study of deprivation has important bearings with Merton’s (1938) work on social structure and anomie, that centres around a person’s class position (based on her/his income) in society and his deprivation levels (see also: Merton, 1995). However, “[…] a person’s sense of contentment [and deprivation] depend […] not on objective conditions, but on the subjective perceptions and comparisons of self to others. […]” Relative Deprivation (RD) school of thought deems deprivation as relative, and not absolute or objective. “[…] If A, who does not have something but wants it, compares himself to B, who does have it, then A is ‘relatively deprived’ with reference to B. Similarly, if A’s expectations are higher than B’s, or if he was better off than B in the past, he may when similarly placed to B feel relatively deprived by comparison with him. […] Relative deprivation should always be understood to mean a sense of deprivation; a person who is ‘relatively deprived’ need not be ‘objectively’ deprived in the more usual sense that he (sic) is demonstrably lacking something.” Thus, the RD scholars approach deprivation from the perspective of the self-defined class position that people ascribe to themselves subjectively, placing them within a stratified hierarchy, and actively constructing their status with reference to reference groups (Runciman, 1966, 1989). People may compare themselves to other people and feel personally deprived – egoistic RD – or consider themselves as members of a group and compare with other groups to feel collectively deprived – fraternalistic RD (Runciman, 1966).
The Relative Deprivation Theory (RDT) is used to explain human behavioural paradoxes in social sciences (Tyler et al., 1997; Kwantes et al., 2005). Its central proposition is that people feel deprived “[…] when they perceive a discrepancy between the standard of living they are currently enjoying and the standard they believe they should be enjoying. […]” Moreover, it assumes that “[…] people’s reactions to objective circumstances depend on their subjective comparisons. […]” Since Stouffer et al. (1949) coined the term to explain the unexpected relationships between one’s level of satisfaction and her/his position in an organisation (the American Army), researchers have attempted to theorise RD; most notable among them are: Davis (1959), Runciman (1966), Gurr (1970), and Crosby (1976, 1982). Recent research works on RD have been immensely influenced by Crosby’s work, concerning egoistic RD. According to her Five Factor Model: “[…] an individual feels resentment [or deprivation] about failure to possess something (X) only when he sees that similar others possess X, he wants X, he feels entitled to possess X, he thinks that possession of X is feasible, and he does not blame himself for his failure to possess X. […]” And her Two Factor Model postulates that: only two preconditions are necessary and sufficient for egoistical RD namely wanting and entitlement. People feel resentful about not possessing something if (a) they want it and, (b) feel entitled to have it. If someone feels entitled to have something but does not desire it, then this state is not sufficient to produce RD. Thus, according to Crosby, RD is a psychological state, relative between two parties, where one person or group possesses something while the other does not; the latter not only feels entitled to but also desires it. (We will discuss more on why we used Crosby’s RDT as the theoretical underpinning of our study in the Study Methodology section).

3.3.1. Relative Deprivation and White-Collar Crime

“[… R]elative deprivation equals discontent: discontent plus lack of […] solution equals crime. […]” It has been argued that “[… c]entral to most theories of crime […] is the idea that […] both perceived and actual] inequality is criminogenic. […]” RD causes people to feel disgruntled, who may commit crimes, including white-collar crimes (Toch, 1979; Blau and Blau, 1982; Lea and Young 1984; Meier, 1984; Young and Matthews, 1992; Young, 1997, 1999); because on many occasions, people simply lack legitimate means to overcome such discontents. In line with this, RDT proposes that individuals who commit crimes are reacting at a system in which they feel a lack of control over their relative economic or social position; even individuals who could earn a better living through legal endeavours will be predisposed to criminal acts if they perceive unjustified deprivation relative to a reference group as in the case of white-collar crimes (Allen, 1996; Cohen, 2000; Falk, 2010).

“[… R]elative deprivation […] is central to an understanding of white-collar crime and other forms of unethical behavior among higher socioeconomic groups. […]”

“Relative deprivation is related to a good deal of white-collar crime in that some who have high-prestige occupations and good incomes may nevertheless resort to stealing because their expectations are not achieved relative to those who matter to them. […]”
White-collar crime is “[…] a crime committed by a person of respectability and high social status in the course of his occupation. […]”

Contrary to the commonsense notion of crime, people who are better-off commit more sophisticated and serious (white-collar) crimes (Sutherland, 1949; 1983; Chambliss, 1964; 1978; Runciman, 1966; Reiman, 1979; Box, 1981a; 1983; Braithwaite, 1981-82). “[…] If arrest records were brought in line with the real incidence of crime, it is likely that those who are well off would appear in records far more than they do at present, even though the poor would still probably figure disproportionately in arrests for crimes people fear. In addition to this […] those who are well off commit acts that are not defined as crimes and yet that are as harmful or more so than the crimes people fear. Thus, if we had accurate picture of who is really dangerous to society, there is reason to believe that those who are well off would receive still greater representation. […]”

Even if EM is legal, MEM is oftentimes practised in the name of EM, which was forewarned in 1998 by Arthur Levitt, the ex-Chairman of the US SEC.

“Increasingly, […] the motivation to meet Wall Street earnings expectations may be overriding common sense business practices. Too many corporate managers, auditors, and analysts are participants in a game of nods and winks. In the zeal to satisfy consensus earnings estimates and project a smooth earnings path [through creative accounting practices which includes earnings management, wishful thinking may be winning the day over faithful representation. […] As a result, I fear that we are witnessing an erosion in the quality of earnings, and therefore, the quality of financial reporting. […] EM may be giving way to [MEM …]; […] integrity may be losing out to illusion.”

MEM (which is often practised in the name of EM) is a white-collar crime (Pontell and Calavita, 1992; Frankel, 2006; Nelken, 2007; Rezaee, 2007; Rezaee and Riley, 2010). Since the Enron Scandal, in spite of the promulgation of a gamut of initiatives notably more vigilance and regulatory measures, like the Sarbanes-Oxley Act of 2002; it is argued that not much has improved regarding the proliferation of MEM. ‘[…] Ken Brown of the Wall Street Journal suggested that “despite the bursting of the stock-market bubble, the crediting of analysts’ research and exposure of a slew of accounting tricks that companies use to make their financial figures look better, the earnings management game [i.e., MEM] is still alive […].” Legislation changed little. Professor Lawrence D. Brown said, “I don’t believe there’s been a change’ since the passage of the Sarbanes-Oxley Act […] and other reforms.”

As already mentioned, RD mainly stems from an individual’s social interaction, categorisation and comparison. In the case of the Enron Scandal, Kenneth Lay simply could not realise where to stop his fraudulent activities. This is blamed on the influence of the AD worldwide that can make people, including decision-makers, obsessed with the striving for (socio-economic) success (at all cost).

“The possibility of relative deprivation rests on the infinite expansiveness of the American Dream […]. Once one can reasonably anticipate absolute success […] then one is tempted to anticipate more and more success, even if less and less reasonably. As one achieves more, one seeks even more (pace the economists’ assumption of the diminishing marginal returns to utility). […] People may eventually reach an equilibrium, through either astonishing achievements or, more likely, scaling down their
hopes. But in the meantime they run the risk of becoming more dissatisfied as they become more successful."

Thus, more success breeds more discontent. This also seems to be logical if we consider that measuring success, especially monetary success, is a never-ending phenomenon. When money (or cash) represent accounting numbers by which decision-makers evaluate (individual and organisational) success, problems start to crop up because when we measure wealth in cash what is enough is simply beyond our rational reach. ‘[… O]nce you begin to measure [or take an account of] wealth in cash, enough doesn’t exist…. Accounting is familiar with the categories of “more” or “less” but doesn’t know that of “enough”! […]’ Moreover, in the case accounting manipulations, a perception of loss – an instance of RD – can infuse risk-seeking in decision-makers who, as a result, may carry out MEM.

“[…] Either fraud, [fraudulent] intent nor inadequate accounting rules are necessary requirements, at least not initially for producing unreliable financial reports. The fear of a loss of self-esteem and social recognition (status quo), for example, can have a pervasive and distorting influence on cognition and judgement of agents in corporate governance and may result in biased reporting. […] Drawing from Kahneman and Tversky (1979), risk-seeking behaviour, say in the form of revenue estimates which are unlikely to be met, is more commonplace when a person perceives the possibility of a loss […].”

Figure 3. The Earning Management Phenomenon and the (Human) Motives behind It
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And, things worsen if the white-collar criminals, in the quest to quell their RD, aspire for more and more and, by that, continue their nefarious designs with an intention to fool others, thereby feeling superior. “[…]Sometimes individuals’ motivation for crime may have originally been relative deprivation […]. However, as they found themselves successful at this crime, they began to gain some secondary delight in the knowledge that they are fooling the world, that they are showing their superiority to others. […]” Hence, RD can motivate decision-makers to manipulate earnings, which can become an obsession with them; in the process, they may carry out bigger and bolder forms of fraud and felony for various economic (to be rich), social (to enhance social status) and psychological (to feel superior than others) motives. (See: Figure 3.)

3.4. What is at Stake for The Accounting Community?

“[…] There is a crisis of confidence today about corporate earnings reports and the credibility of chief executives. And it’s justified. For many years, I’ve [Warren Buffett] had little confidence in the earnings numbers reported by most corporations. I’m not talking about Enron and WorldCom – examples of outright crookedness. Rather, I am referring to the legal, but improper, accounting methods used by chief executives to inflate reported earnings. […] To clean up their act on these fronts, C.E.O.’s don’t need “independent” directors, oversight committees or auditors absolutely free of conflicts of interest. They simply need to do what’s right. […] The attitudes and actions of C.E.O.’s are what determine corporate conduct. […] C.E.O.s want to be respected and believed. They will be – and should be – only when they deserve to be. […]”

Through accounting, a firm gives accounts about itself to its stakeholders – shareholders, employees, regulators, auditors, suppliers, customers, the general public, and society in general – and through this accounts-giving endeavour, it tries, in principle, to manifest its accountability towards them. By facilitating this, accounting professionals gain privileged position in society (Loeb, 1971; Armstrong, 1985; Williams, 2004). “[…] Society gives the [accounting] professions broad latitude in controlling themselves. In return for their unique position, […] accountants] have certain obligations to the larger community. The professional accountant has obligations to three distinct groups: his clients, his colleagues, and the public (society). […]” Moreover, “[…] In most nations today, the accounting profession has been granted near monopoly on accounting and auditing services, legitimated on the basis that accountants will act in an objective, unbiased and professional manner so that society at large can ‘count on’ the financial information produced for public consumption. But if these data are tainted by earnings management (MEM), then the public trust is violated. […]” Thus, MEM can seriously jeopardise the obligation that accountants have towards society and result in the removal of their privileged social status because if accountants through MEM present a false image of the firm, their credibility can be questioned.

Referring to Goode (1957), any profession that fails to regulate the professional behaviour of its members, risks the loss of its autonomy. Thus, if accountants fail to discharge their accountability related responsibility towards society, they risk losing their privileged social status. It has greater implications in the context of our contemporary society dominated by the AD, because there is the danger that social pressure to be rich and famous can affect the morale of professionals who still adhere to workplace ethics.
"[... T]he context in which decisions are made, where subtle effects from human perceptions and peer pressures, the complexity of combined factors, and a high-stakes business environment all impact good people who are trying to do their jobs with integrity. [...]"

3.5. Study Methodology

"In every [...] phenomenon] there is inexhaustible meaning; the eye sees in it what the eye brings means of seeing. [...]

The methodological issues that we are going to address centre around why have we adopted: (a) Crosby’s RDT (as our theoretical basis), (b) cross-sectional design, (c) practitioner-centric study, (d) Web-survey, and (e) vignettes?

3.5.1. Why Crosby’s Relative Deprivation Theory?

The purpose of our study is to investigate if RD motivate decision-makers to undertake MEM. From the hindsight, people who influence and facilitate MEM usually do not have deprivation in an absolute and/or objective sense. That is, they do not compare themselves against demographic statistics like income or job title; they have affluent lives. Rather, they want more and aspire for more success continuously (as in societies dominated by the AD). Moreover, one cannot study white-collar crimes, for that matter MEM, without looking into the profile of the offenders.

Here a question that crops up is: Why are we focussing on the egoistic (individual or interpersonal) RD and not fraternalistic (group or inter-group) RD?

The levels of analysis is important for establishing correlations between behaviour and RD (Runciman, 1966; McPhail, 1971; Long, 1975; Newton et al., 1980; Useem, 1980; Walker and Pettigrew, 1984; Finkel and Rule, 1986; Hogg and Abrams, 1988; Kelly and Breinlinger, 1996; Smith and Ortiz, 2001). People may compare themselves with other individuals and feel personally deprived – egoistic RD (Mark and Folger, 1984; Kawakami and Dion, 1992); or they may treat themselves as members of one group and feel collectively deprived with respect to another group – fraternalistic RD (Pettigrew, 1964; 1967; Vanneman and Pettigrew, 1972; Walker and Mann, 1987). They emphasise on subtle distinctions between levels of analysis that are empirically confusing (Kawakami and Dion, 1992; Smith et al., 1994). Findings reveal that fraternalistic RD causing collective action is moderate at best; i.e., RD may be necessary but not sufficient condition for collective action (Guimond and Dubé-Simard, 1983; Wright et al., 1990; Klandermans, 1997; Foster and Matheson, 1999; Grieve and Hogg, 1999; Hogg, 2001; Hogg, 2006). A possible explanation is that people act to benefit their respective groups only when they acknowledge their personal wellbeing lies in the communal wellbeing (Bowles and Duelli Klein, 1983; Stanley and Wise, 1983; Lerner, 1986; Kimmel, 1989). Furthermore, once groups respond to mitigate fraternalistic RD, RDT resembles the social identity theory, because it reflects group behaviour as motivated by a need to establish, maintain or restore a positive aspect of the ‘social self’ (Walker and Pettigrew, 1984; Tougas and Veilleux, 1988; Skevington and Baker, 1989; Smith et al., 1994; Fajak and Haslam, 1998; Schmitt et al., 2003; van Zomeren et al., 2008). Thus, as fraternalistic
RD may not necessarily lead to collective action and a person may identify him/herself as her/his social self while experiencing fraternalistic RD, we adopted the egoistic RD as our level of analysis.

We found Crosby’s RDT to be relevant and logical in the context of MEM because it emphasises on both the feeling of entitlement and desire for it as the prerequisites for RD to occur. This should not come as a surprise if we consider why some decision-makers (like Kenneth Lay) encourage the practice of MEM, and not others. Those who do, not only feel entitled to have more wealth (by pursuing MEM) but also desire to have more of it.

3.5.2. Why Cross-Sectional Design?

Before discussing our choice of cross-sectional design, let us discuss why we have not used longitudinal design. First, longitudinal studies require either repeated surveys over time or one-time surveys that ask respondents over a long time. Second, although they provide greater causal inferences because they establish temporal priority (i.e., cause is earlier in time than the effect), there also are counterarguments against it on the ground that they are weaker in terms of causal attribution because over time “[…] many intervening variables may influence the effects […]” Third, they are not only costly but also subject to non-response over time, incomplete data and recall biases.

Thus, we have used cross-sectional design in which measures are more or less taken in a relatively quicker time. However, underlying this design is the assumption that model parameters are stable and constant, which are debateable because constructs used often vary across firms and over time; which, in turn, can lead to erroneous parameter estimates and conclusions. Due to these limitations, a strong theory is required to make causal inferences in the case of cross-sectional designs (Van der Stede et al., 2005; Mathieu and Taylor, 2006). This holds good in our case because RDT postulates that RD can lead to white-collar crimes. In this sense, we have a germane theoretical basis that people in the corporate decision-making sphere can indulge in white-collar crimes (e.g., MEM) to overcome RD inside them (Frankel, 2006; Rezaee and Riley, 2010). Moreover, accounting research mainly uses cross-sectional design and most of them have a theory testing focus (Van der Stede et al., 2005, Kihn, 2010).

3.5.3. Why Practitioner-centric Survey?

Our study is based on the opinion of practitioners in the field of corporate finance and accounting. Considerable gaps often exist between the normative postulates of researchers and the actual practices of managers. This is because the latter do not rigorously adopt research findings while making decisions, and the former seldom turn towards managers for framing their research questions. Thus, there is a growing concern that researchers should heed to the needs of the practitioners. In this regards, Boehm (1980) argued that ‘what is’ factors underlying organisational behaviour are more important than ‘what should be’ factors in behavioural modelling endeavour. Moreover, as “[…] advances to the management accounting field originated in practice [and […] will continue to come from practice […].” so more empirical studies are needed for its advancement (Zimmerman, 2001; Howard and
Additionally, keeping in mind one of the main purposes of using surveys in doing research in management accounting is to describe practice (Shields, 1997; Stout et al., 2006; Watson et al., 2007; Sorensen, 2009), we approached practitioners to understand if RD has a role to play in the practice of MEM.

3.5.4. Why Web-survey?

We have used the survey method because we have tried to explain the intention to carry out MEM by decision-makers having RD. However, a survey mode is more than a medium of communication – it is also a “bundle of methodologies,” since many procedures are not equally suited to different modes. Considering the ubiquitous nature of the Information Technology in society and its growing impact on surveys, we chose Web-survey for our study. Incidentally, most of our respondents were also accessible via the Internet, which was another reason for employing it.

Although there are disadvantages of using Web-surveys, yet they decrease errors (e.g., there is less likelihood of recording errors – or, wrongly recording answers given by respondents – because of the absence of interviewers) and improve the response rates in the case of studies on sensitive issues. This has important bearings for our study because MEM is in fact a sensitive issue. Apart from the sensitive nature of our research topic, there are also other advantages for which we used the Web-survey. First, as our respondents comprise of middle and higher level managers who are usually busy, Web-surveys are appropriate because they take less time to complete. Second, threats to internal validity (i.e., the variation in the dependent variable is related to variation in the independent variable) is easier to control; this is important in our case because we investigated if there was a relation between MEM (dependent variable) and RD (independent variable). Third, finding professionals who would like take a survey involving sensitive issues (i.e., MEM) related to their profession is difficult; in such a situation, Web-surveys are effective. Fourth, they have the advantage over other survey modes in terms of improved unit non-response and enhanced quality of response because “[…] while increasing the response it may diminish the quality of response if employees are guarded in their response or distrust promises of anonymity and/or confidentiality. In this case, the researcher may be better served with a distancing mechanism […] like using […] public [e-]mail. […]” Fifth, web-surveys are almost always self-administered, which, incidentally, produces higher reporting of socially undesirable behaviour, and lower degrees of socially desirable answers; this was highly relevant in our case because as MEM is a sensitive issue, our respondents would have felt uncomfortable to answer questions related to it in the presence of an interviewer. Sixth, seeing the questions in a self-administered mode, rather than hearing them from an interviewer, mitigates the effects of question order to make it easier for respondents to use the full range of categories in the (rating and ranking) scales.

In a nutshell, we adopted a self-administered Web-survey because: first, we dealt with a sensitive issue (MEM) and, second, we asked the respondents about their feelings, attitudes, beliefs and so on about MEM vis-à-vis RD.
3.5.5. Why Vignettes?

Vignettes are “[…] short descriptions of a person or social situation that contain precise references to what are thought to be the most important factors in the decision-making or judgement-making processes of respondents. […]” They “[…] can be particularly illuminating with respect to managerial implications; an appropriately constructed and relevant [vignette] can help management discern where specific action is necessary. […]” Importantly, they are useful to study managerial ‘intentions to behave’ or attitudes, by digging deeper into various decision-making realms. Vignettes are more effective than direct-question-based studies because they: (a) facilitate respondent involvement in a non-threatening manner, especially in studies pertaining to sensitive issues; (b) provide greater realism by offering “[…] a range of situational or contextual factors […]” that “[…] approximate real-life decision making situations […];” (c) mitigate social desirability responses, particularly when questions are phrased in a third rather than first person tone; (d) improve construct validity by directing “[…] respondent attention upon specific features of the research question […];” (e) ease difficulties of studying business decisions in real situations; (f) impart standardised stimuli to all respondents – as in constant-variable-value vignette (CVVV) where all respondents read the same vignettes and respond to the same stimuli – which enhances internal validity, measurement reliability and ease of replication, because CVVVs control otherwise randomised behaviour (of the respondents); and so forth. Therefore, we used CVVVs in our Web-survey.

3.6. Study Design

The design issues that we are going to address are: (a) research tools used (including issues related to sampling and various means that we used to enhance response rates), (b) research schema (including study parameters and inferences), and (c) linking the Enron Scandal with the research schema.

3.6.1. Research Tools Used

We have used vignettes in a Web-survey to elicit response. In this section, let us discuss the reasons for using them and the design issues that we have adhered to.

3.6.1.1. Design Issues Concerning the Vignettes

We used CVVVs in our study. Despite their advantages, there are also disadvantages using them, namely: (a) they do not provide a common reference because respondents “[…] may differ in their perceptions of the available alternatives, the factual consequences of those alternatives to different groups and the probability that the consequences will occur […];” (b) for low-detail CVVVs “[…] if respondents must have a fact before they can reach a judgment […], they must invent that fact [… and] every fact that is left to the respondent’s invention is a variable that is outside the researcher’s control […];” (c) closed-ended responses concerning vignettes only can summarise their judgments but cannot reveal the sequence of thoughts behind their behaviour, nor their assessment criteria; (d) they may lead to social desirability biases because “[… it] may be easier for subjects to misrepresent their
attitudes than to misrepresent what behavior they have or have not engaged in [...] and even the promise of anonymity may fail to reduce such biases; and so on. We incorporated the following recommendations related to CVVV design in order to mitigate them. First, we used [...] several related vignettes [...] to make an interpretation of individual bias more supportable than determinations made on the basis of a single situation. [...] Second, we used vignettes with a third-person’s tone to reduce social desirability bias. Third, we undertook pre-testing the vignettes in order to fit them into the respondents’ native way of doing things; three other purposes of pre-testing were to assess how far the vignettes were believable, to be sure that they did not overload the respondents with too many details, and to ensure that their tones were confined to RD and MEM. Fourth, as manipulated variable in our study was RD, which often gets unnoticed by respondents, we highlighted it by portraying the RD level of the main character of the vignettes in more details. Fifth, we took care to avoid framing effects by making all the vignettes structurally equivalent so that variations, whatsoever, in wording did not change their objective information, nor the respondents’ perception about them.

Now let us throw some light on the subject matters of the vignettes. The vignettes were based on Kenneth Lay (Enron’s founder), hovering around the Enron Scandal. We used the Enron Scandal because it is a high-profile case involving rampant accounting manipulations in the recent times; and Lay’s life story because it is a classic case of a man who, in spite of having higher degrees of RD in his childhood and adolescent years due to abject poverty and extreme hardship, while being raised in a society dominated by the AD, reached incredible success levels both professionally and personally.

We used three inter-related vignettes that were followed up with questions concerning RD and MEM. Before we discuss about the contents of the vignettes, here it is imperative to state that we concealed the real event (the Enron Scandal) and the real character of our study (Lay) from the respondents; we addressed Lay and Enron hypothetically – i.e., Ken for Kenneth Lay and X for Enron – in order not to bias their responses. The first vignette was a portrayal of the gross accounting misappropriations (MEM) – mainly discussing Lay’s role in them – that led to the Enron bankruptcy. In the second vignette, we discussed how Lay created enabling conditions to undertake MEM using his economic clout, socio-political networks and astute organisational skills. The third vignette described Lay’s childhood and adolescence years that were marred by difficult living conditions that led to the development of RD in him, which continued further in his life because he went on to live and work in a society dominated by the AD.

3.6.1.2. Design Issues Concerning the Web-Questionnaire

We adopted various design recommendations to our Web-questionnaire (see: Appendix 1) in order to minimise the following types of errors: sampling error, coverage or sample errors, non-response errors, measurement errors, and errors arising out of other factors like satisficing, social desirability, etc.

Our level of analysis was the ‘individual level’ because, in addition to the fact that we have tried to correlate egoistic RD with MEM, “[...] it is at the individual level that crucial value judgements [regarding questionable organisational practices]
must be made and follow-up actions taken if conscious, rational decisions are to guide […] decision making. […] must be made and follow-up actions taken if conscious, rational decisions are to guide […] decision making. […] must be made and follow-up actions taken if conscious, rational decisions are to guide […] decision making. […]

Our sample frame consisted of company finance and accounting professionals, which we drew using purposive, expert and snowball samplings. As our sample size was small, we emphasised on lowering non-sampling errors, especially non-response rates, because they are some of the main contributors to the total survey error. We did so by designing a user-friendly questionnaire, following a conventional format (similar to that normally used in paper questionnaires), sending a brief description about our study along with the cover letter to the respondents, following up with them, promising to share the study findings with them, minimising response satisficing and enhancing data quality, and similar non-statistical strategies which enhance response rates.

As our study involved a sensitive issue (motivations behind MEM), we ensured confidentiality to the respondents. As our survey was Web-based, we emphasised on confidentiality rather than anonymity because, especially in the case of the Web-surveys, anonymity may not assure respondents that their identities cannot be traced back.

In the questionnaire, there were eight Web-pages. The first four had questions about the respondents’: (a) profession, (b) past and present levels of RD, and (c) demography. Through the questions related to RD, we introduced and explained the concept of RD to our respondents. The Web-page#5, 6 and 7 had vignettes constructed from the Enron Scandal and follow up questions. In the Web-page#8, we first disclosed about the Enron Scandal and then asked general questions about MEM vis-à-vis RD.

As we elicited responses concerning attitudes, we employed the Likert scale. While phrasing the questions, we mapped theoretical constructs onto respondents’ profession, which generally increases the response quality because they encode things in respondents’ native ways. We provided definitions of key terms at the beginning of questions to standardise their meanings, thereby mitigating the wordings evoking prototypes or exemplars that could lead to biases and errors. In the case of memory-retrieval questions, like those that asked information about the respondents’ childhood and adolescence years; we, at the beginning of questions, provided reference period markers to improve internal consistency of responses. We used forced-choice type questions because they lead to: higher reliability and validity, and, lesser instances of satisficing and non-response errors. We used relative frequencies in the case of memory retrieval events with ranking scales, and absolute frequencies in the case of perception and attitude oriented questions with rating scales. Furthermore, we used bipolar (e.g., high to low), specifying the poles, in stead of unipolar (e.g., not at all important to extremely important) scales, with numeric labels, in the case of personal questions where memory retrieval was required, and both unipolar and bipolar scales in the case of evaluative questions concerning the vignettes.

Furthermore, to minimise response errors, we presented the answer choices appropriately. We used a series of radio buttons because all the response options were visible at the same time. While creating the order of answers, we ensured
that the most commonly chosen answers came last. We did not provide open-ended answer options. We did not provide answer-editing option to the respondents.

We mainly used cognitive interviews and respondent debriefings to test and evaluate questions. For example, we used probes like ‘What do you think about ….,’ ‘Do you think it could have been done in another way; if yes, please tell us how?’ and so on, during the pilot survey stage in order to test, evaluate and modify the questionnaire.

Finally, we sent prior emails to get their approval before sending them the survey-invitation, including the Web-link to the questionnaire in order to minimise the non-response rates.

3.6.2. Study Schema

Based on the Figure 4, we studied the correlation between MEM and RD. There are five parameters concerning MEM as an intentional action that we investigated, from the perspective of: Searle’s notion of the philosophy of mind (see: Figure 1) and Malle’s Social-psychological conceptualisation of the domains of intentional action (see: Figure 2). Now, let us elucidate them.

First, we considered RD that a person experiences in an AD dominated society, arising out of the craving to have more wealth and social status, as the CHR that influences the reasoning process behind MEM. Second, we regarded the following as the reasons behind the Intentionality to undertake MEM: desire to be rich and have higher social status, belief that MEM can fulfil this desire, and valuing MEM as one of the best possible ways to fulfil the desire to be rich and enhance social status. Third, the Intentionality of the decision-makers who practise/influence MEM comprises of the Background (e.g., accounting skills and capacities) and the Network (e.g., other beliefs like their indulgence in MEM can overcome their RD, that MEM is just another type of EM, etc.). Fourth, enabling factors facilitate MEM (e.g., lobbying with policy-makers and regulators to create favourable accounting statutes and regulations that help them to carry out MEM, influencing auditors to hide questionable practices, etc.). Fifth, the intentional action, i.e., MEM whereby managers employ managerial discretions to meet the desired financial numbers.
3.6.3. Linking the Enron Scandal with the Study Schema

The case that we used in the study was the Enron Scandal, and how RD is causally related to the practice of MEM. Enron’s founder Lay was born and brought up in abject poverty, which is an important factor that had created immense material deprivation in him,²⁰⁹⁷,²⁰⁹⁸ because “[…] family income and poverty status are powerful determinants of the cognitive development and behaviour of children […].”²⁰⁹⁹ Moreover, children’s responses to inequality are remarkably similar to those found in adults.²¹⁰⁰ As Lay grew up in the U.S.A., the country of the origin of AD, this had important bearings with our study. Apart from higher demands to be rich and have higher social status, the Americans who are poor and have low social status are seen as weak and lazy because the concept of AD presumably gives equal opportunities to every one to be successful.²¹⁰¹

Furthermore, the pernicious effects of deprivations in early childhood can persist in people in their adulthood.²¹⁰² Some people may accept to live with it if things do not change as they grow up – survival strategy,²¹⁰³ whereas, others may be motivated to change their situations with effort and persistence.²¹⁰⁴ Lay, we think, belonged to the latter category. The motivation to get rid of RD which was a
combination of his childhood and adolescent RD levels and the RD that he experienced owing to living and working in the U.S.A., could have influenced him and rationalised his aspirations to have higher socio-economic status, continuously. As a result, his desires knew no limits and his aspirations to be more rich and have higher social status grew unabated, until Enron busted due to the rampant instances of accounting misappropriations. His intention to manage earnings manipulatively could have arisen due to the Background (of his Intentionality) comprising the business acumen and expertise that he had in managing companies for very long periods. Additionally, he had created enabling factors (to carry out MEM) through his socio-economic-political affiliations. The Network (of his Intentionality), the other important factor behind an intentional act, we think, comprised of other associated beliefs like: MEM was just another way of managing earnings; Enron’s finance and accounting team of experts could effectively carry out MEM; Arthur Anderson (Enron’s auditing and consulting firm) could conceal all those misappropriations; his political links could come to his rescue in adversities; his actions were required to further the spirit of AD, and so on. All of these beckons the following question: Was (the white-collar criminal) Kenneth Lay a victim of RD?

3.7. Study Findings and Discussion:

"[... S]ocial scientists may counter if someone asserts that what they describe does not resemble real people: “We do not paint persons – we paint images of persons.” For sociologists are inhabitants of two worlds: one that is made for them and the one in which they live; they interpret the world they inhabit. By a powerful metaphor, sociologists do so by constructing “mechanisms.” A mechanism is a set of interacting parts – an assembly of elements producing an effect not inherent in any one of them. A mechanism is not so much about “nuts and bolts” as about “cogs and wheels” [...] – the wheelwork or [human] agency by which an effect is produced. But a mechanism or inner workings is an abstract, dynamic logic by which social scientists render understandable the reality they depict."2105

Before discussing the findings, let us first know our sample frame. It consisted of 39 professionals in the field of corporate finance and accounting – 1 from Australia, 1 from Canada, 3 from England, 15 from India, 1 from Iran, 7 from Italy, 2 from The Netherlands, and 9 from the U.S.A. (We sent 50 invitations; thus, our response rate was 78 per cent.) Their professional and demographic details are as follows: (i) Number of years of experience: 16 with less than 5 years, 10 with 5-10 years, and 13 with more than 10 years; (ii) Main professional responsibility: 8 prepare financial reports, 14 plan, supervise, and/or evaluate financial performance, and 17 do auditing and/or consulting; (iii) Gender: 11 females and 28 males; (iv) Age: 8 of our respondents are less than 35 years old, 28 between 35-50 years, and 3 above 50 years; and (v) Nationality/Place of domicile: 16 from developing and 23 from developed countries. Furthermore, the frequency of constructs related to the respondents’ RD are as follows: (vi) Respondents’ RD levels in the past (i.e., their childhood and adolescent years): 7 low, 23 medium and 9 high; and, (vii) Respondents’ RD levels in comparison to others they are associated at present: 4 low, 22 medium and 13 high.2106

We used four sets of questions to elicit response, namely: (a) three related to the vignettes with perception-questions asking what the respondents perceived about the event presented; and, (b) one related to general questions with opinion-questions soliciting their opinion. (Although, perception-questions invariably involve opinion
of the respondents in their final response, yet we have, for convenience sake, made a
distinction here between the question types to distinguish perception-questions which
were strictly associated with vignettes from the opinion-questions as done in opinion
surveys that did not have vignettes preceding it.) The statements of these questions
served as the inferences of our study. In the data analysis, we found out how far these
inferences were supported by the responses against them, using descriptive statistics.

A basic assumption of all standard statistical tests is that the sample is
obtained by a random procedure. However, we employed descriptive statistics to
analyse our dataset because we used non-random sampling. We estimated the
mode to ascertain to what extent an inference was supported or not, because we
used ordinal scales (in the answer choices). Furthermore, in our sample frame, 23
respondents were obtained through purposive and expert sampling and 16 through
snowball sampling. To cross-validate the results, we, along with examining how far
the inferences were supported at the overall level, i.e., by taking into consideration all
the 39 responses, we also examined how far they were supported in the case of the
two sampling methods that we used.

3.7.1. Findings from Vignette#1 Concerning the Reason Types behind the
Intention to Manipulate Earnings

The Vignette#1 (V1) was a description of the accounting misappropriations (including
MEM) in the Enron Scandal, which mainly discussed Lay’s role in them. Using V1,
we asked perception-questions about various reason types – desire, belief and valuing –
that were behind Lay’s intention to carry out MEM. Here, we focussed on the
following issues. Do decision-makers carry out MEM because of their: (a) desire to
be rich and enhance social status; (b) belief that MEM could fulfil this desire; (c)
valuing that MEM is one of the best means to fulfil this desire?

As regards the desire to be rich and enhance social status as a reason behind
(Lay’s intention to carry out) MEM: overall, 22 respondents answered ‘Yes,’ 11 ‘May
be yes,’ and 6 ‘No;’ in purposive and expert sampling, 12 respondents answered
‘Yes,’ 8 ‘May be yes,’ and 3 ‘No;’ in snowball sampling, 10 respondents answered
‘Yes,’ 3 ‘May be yes,’ and 3 ‘No.’ Thus, the modal value was ‘Yes;’ and there was
support to I1: The desire to be rich and enhance their social status can be the reason
behind the decision-makers’ intention to carry out MEM. As to the belief that MEM
could fulfil the desire to be rich and enhance social status as a reason behind (Lay’s
intention to carry out) MEM: overall, 27 answered ‘Yes,’ 11 ‘May be yes,’ and 1
‘No;’ in purposive and expert sampling, 15 respondents answered ‘Yes,’ 8 ‘May be
yes,’ and 0 ‘No;’ in snowball sampling, 12 respondents answered ‘Yes,’ 3 ‘May be
yes,’ and 1 ‘No.’ Thus, the modal value was ‘Yes;’ and there was support to I2: The
belief of decision-makers that MEM can help them to fulfil the desire to be rich and enhance their social status can be a reason behind their intention to carry out MEM.
In respect of the valuing of MEM as one of the best possible ways to fulfil this desire
as a reason behind (Lay’s intention to carry out) MEM: overall, 17 answered ‘Yes,’ 16
‘May be yes,’ and 6 ‘No;’ in purposive and expert sampling, 10 respondents answered
‘Yes,’ 8 ‘May be yes,’ and 5 ‘No;’ in snowball sampling, 7 respondents answered
‘Yes,’ 8 ‘May be yes,’ and 1 ‘No.’ Thus, the modal value was ‘Yes’ for the
former two and ‘May be Yes’ for the latter; and there was mixed support to I3: The
valuing by decision-makers that MEM is one of the best possible ways to fulfil the
desire of to be rich and enhance their social status can be a reason behind their intention to carry out MEM.

The main findings from V1 are: the belief and desire reasons behind carrying out MEM are supported; mixed support towards the valuing reason. However, there is a paradox involved here. While explaining their own action, people use belief reasons; whereas observers (the respondents, in our case) tend to use desire reasons to explain the behaviour of others (Lay, in our case). This brings an interesting dimension to the fore, i.e.: did the respondents, while answering the questions concerning V1 (for that matter 2 or 3), visualise themselves in the place of Ken (Lay)? And, hence they supported both belief and desire reasons behind the intention to carry out MEM? If this is so, does this then imply: finance and accounting professionals, as Levitt (1998) notes, could be manipulating earnings in the name of managing them? We are going to revisit this when we will discuss the main finding of the final section concerning general questions.

3.7.2. Findings from Vignette#2 Concerning the Importance of Enabling Factors for Managing and Manipulating Earnings

The Vignette#2 (V2) was a description of how Lay created and nurtured enabling factors, i.e., opportune conditions, to carry out MEM using his economic clout, socio-political networks and astute organisational skills. Using V2, we asked perception-questions about the importance of enabling factors both for managing and manipulating earnings, and focussed on what is the importance of enabling factors: (a) for EM; and, (b) to carry out MEM?

Regarding the importance of enabling factors for EM: overall, 24 answered ‘High,’ 14 ‘Medium,’ and 1 ‘Low;’ in purposive and expert sampling, 17 respondents answered ‘High,’ 6 ‘Medium,’ and 0 ‘Low;’ in snowball sampling, 7 respondents answered ‘High,’ 8 ‘Medium,’ and 1 ‘Low.’ Thus, the modal value was ‘High’ for the former two and ‘Medium’ for the latter; and there was mixed support to I4: Enabling factors are important for EM. With respect to the importance of enabling factors (that Lay created) to carry out MEM: overall, 25 answered ‘High,’ 11 ‘Medium,’ and 3 ‘Low;’ in purposive and expert sampling, 16 respondents answered ‘High,’ 5 ‘Medium,’ and 2 ‘Low;’ in snowball sampling, 9 respondents answered ‘High,’ 6 ‘Medium,’ and 1 ‘Low.’ Thus, the modal value was ‘High;’ and there was support to I5: Enabling factors are important to carry out MEM.

The main finding of V2 is: enabling factors are more important to carry out MEM than for EM. This raises two important questions. First, decision-makers manipulate earnings when they have the support of enabling factors. As a consequence, decision-makers need advanced or sophisticated enabling factors like favourable accounting statutes and guidelines beforehand to manipulate earnings. This is probably is the reason for which the existing accounting guidelines, in the name of favourable business policies in the national as well as international spheres, have flexibility concerning financial reporting procedures; which provide decision-makers with the necessary scope that they need to carry out MEM. This reflects the concerns that Revsine (1991) has raised, i.e., “[…]financial reporting rules […] are often arbitrary, complicated and misleading. […] However[,] the problem is not accidental, but in stead results from contrived and flexible reporting rules.
promulgated by standard setters who have been “captured” by the intended regulatees and others involved in the financial reporting process. […] Regulatees desire such rules because the resulting latitude allows them flexibility in depicting their performance. […] Interestingly, other participants – shareholders, auditors, standard setters/public policy makers, and even academics – frequently derive simultaneous benefits from these misrepresentations. […]"

3.7.3. Findings from Vignette#3 Concerning the Influence of RD in Manipulating Earnings

The Vignette#3 (V3) portrayed: (a) the high levels of RD that Lay experienced in his childhood and adolescence (or formative) years, mainly due to his family that had low socio-economic status in a society dominated by the AD; and, (b) the continuation of RD in his adult life due to the fact that he lived and worked in that society. Using V3, we asked perception-questions, considering RD as a CHR that influenced Lay’s intentions to carry out MEM. Here, we focussed on the following issues. First, if a person already has (absolute) deprivations because of his poor and low social-status familial background, and s/he grow up in a society that gives prominence to people with high socio-economic status; does s/he develop RD due to societal pressures? Second, whether decision-makers having RD in their formative years, are more likely to carry out MEM? Third, do decision-makers carry out MEM when they live and work in places dominated by the AD? Fourth, how important is RD in causing EM to stray into MEM?

As regards if a person who is born in and brought up by a poor household in a society that gives importance to people with higher socio-economic status, develop RD: overall, 23 answered ‘Yes,’ 12 ‘May be yes,’ and 4 ‘No;’ in purposive and expert sampling, 10 respondents answered ‘Yes,’ 9 ‘May be yes,’ and 4 ‘No;’ in snowball sampling, 7 respondents answered ‘Yes,’ 9 ‘May be yes,’ and 0 ‘No.’ Thus, the modal value was ‘Yes’ for the former two and ‘May be yes’ for the latter; and there was mixed support to I6: If a person from a low socio-economic status family grow up in a society that gives importance to people having high socio-economic status, s/he may develop RD.

Whether the formative year’s RD influence the decision-makers’ intentions to carry out MEM: overall, 17 answered ‘Yes,’ 18 ‘May be yes,’ and 4 ‘No;’ in purposive and expert sampling, 15 respondents answered ‘Yes,’ 6 ‘May be yes,’ and 2 ‘No;’ in snowball sampling, 8 respondents answered ‘Yes,’ 6 ‘May be yes,’ and 2 ‘No.’ Thus, the modal value was ‘May be yes’ for the former and ‘Yes’ for the latter two; and there was mixed support to I7: RD experienced by decision-makers in their formative years may motivate them to carry out MEM. As regards whether living and working in a society dominated by the AD, influence the practice of MEM: overall, 18 answered ‘Yes,’ 14 ‘May be yes,’ and 7 ‘No;’ in purposive and expert sampling, 14 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 5 ‘No;’ in snowball sampling, 4 respondents answered ‘Yes,’ 10 ‘May be yes,’ and 2 ‘No.’ Thus, the modal value was ‘Yes’ for the former two and ‘May be yes’ for the latter; and there was mixed support to I8: RD arising out of living and working in societies dominated by the AD may motivate decision-makers to carry out MEM. As regards the importance of RD causing EM to stray into MEM: overall, 15 answered ‘High,’ 13 ‘Medium,’ and 11 ‘Low;’ in purposive and expert sampling, 9 respondents answered ‘High,’ 6 ‘Medium,’ and 8 ‘Low;’ in snowball sampling, 6 respondents answered ‘Yes,’ 7 ‘May be yes,’ and 3 ‘No.’ (See: Chart 1.) Thus, the modal value
was ‘High’ for the former two and ‘Medium’ for the latter; and there was mixed support to I9: RD can cause EM stray into MEM.

The main finding of V3 is that I9: RD may cause EM stray into MEM – the central debate concerning our research – had mixed support. This doesn’t augur well for RDT because RD is important to study the unethical behaviour like MEM among people having high socio-economic status, including decision-makers, whose RD often arise out of their unfulfilled desires with respect to others/that who/which matter to them. However, as we are going to see in the next section, when we put the same question in another manner – by framing it using a different concept in a different context – the respondents supported it.

3.7.4. Findings Regarding Some General Questions Pertaining to White-collar Criminals having RD and their Modus Operandi with Respect to MEM

In the final section of the Web-questionnaire, the general questions section (GQS), we first disclosed the real identities of Ken and X, the hypothetical person and company we used in the vignettes, as Kenneth Lay and Enron respectively. Thereafter, we asked five general questions pertaining to MEM. First, EM strays into MEM when decision-makers having RD: (i) overemphasise on their directional goals (also involving their desire to get rid of RD) in stead of accurate goals, i.e., manipulating as opposed to managing earnings; and, (ii) are in a hurry to achieve their directional goals. Second, MEM is an instance of biased (human) decision-making process, whereby decision-makers avoid information that are in opposition to their directional goals (to remove RD). Third, while carrying out MEM, decision-makers with RD may overestimate their finance and accounting skills. Fourth, decision-makers with RD may carry out bigger and bolder forms of MEM once they find themselves successful at this.

3.7.4.1. Does RD Oriented Directional Goals Lead to MEM?

Goals drive people to act. People tend to be accurate and logical following accuracy goals, and use those beliefs and strategies that are considered most appropriate to achieve them; whereas they tend to arrive at a particular conclusion in the case of directional goals, and use those beliefs and strategies that are considered most likely to yield a desired result. And, the desired result can be the desire to be rich and enhance social status, which, as we know, arise out of living and working in an AD dominated society.

When earnings are managed following prudent means and appropriate accounting methods to achieve a desired earnings number – EM – it involves accuracy goals; whereas, if done fraudulently, using inappropriate ways to achieve a desired earnings number – MEM – it involves directional goals. For example, a company decision-maker may want more remunerations to overcome an RD arising out of her/his desire to be rich and have higher socio-economic status. As large portions of her/her remunerations are linked to financial performance of the company that s/he works for, s/he fixes an earnings target that would enable her/him to receive

![Chart 1. The Importance of Relative Deprivation Causing Earnings Management to Stray into Manipulative Earnings Management](chart1.png)
the desired income. When s/he does not expect to receive this amount through fair means even after managing earnings using appropriate accounting techniques, s/he may turn towards foul means, MEM, to achieve her/his goals. (Some of the questionable means used in the Enron fall out were the creation of many special purpose entities to hedge risks and the adoption of mark-to-market accounting to hypothetically hike earnings.) In the case of Enron, although Kenneth Lay was extremely rich and was very famous, and in this sense had no absolute deprivation whatsoever in terms of his socio-economic status; he, it seems, had a perpetual sense of deprivation to be more rich and have more fame that must have motivated him to carry out MEM. Thus, directional goals of decision-makers centred around mitigating RD may cause EM to stray into MEM. Furthermore, if some decision-makers are in a hurry to overcome RD, they may adopt foul means like MEM if fair means do not enable them to overcome it. In this context, it has been argued that white-collar criminals like Lay want nothing more than success, as we all want; but they are in a hurry and adopt those means and strategies that facilitate achieving it, as in the case of directional goals. Keeping them in mind, we enquired if decision-makers who carry out MEM: (i) do so when their directional goals (to overcome RD) override accuracy goals; i.e., they manipulate earnings in stead of managing them, and (ii) are in a hurry to achieve their directional goals.

First, as to whether EM strays into MEM when directional goals (to overcome RD) override accuracy goals: overall, 30 answered ‘Yes,’ 7 ‘May be yes,’ and 2 ‘No;’ in purposive and expert sampling, 19 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 1 ‘No;’ in snowball sampling, 11 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 1 ‘No.’ (See: Chart 2.) Thus, the modal value was ‘Yes;’ and there was support to I10: EM can stray into MEM when directional goals (to overcome RD) overshadow accuracy goals. Secondly, in the context of whether decision-makers who carry out MEM are in a hurry to achieve their directional goals to remove RD: overall, 24 answered ‘Yes,’ 13 ‘May be yes,’ and 2 ‘No;’ in purposive and expert sampling, 15 respondents answered ‘Yes,’ 7 ‘May be yes,’ and 1 ‘No;’ in snowball sampling, 9 respondents answered ‘Yes,’ 6 ‘May be yes,’ and 1 ‘No.’ Thus, the modal value was ‘Yes;’ and there was support to I11: Decision-makers who carry out MEM are in a hurry to achieve their directional goals that may remove RD.

3.7.4.2. Biased (Human) Decision-Making and MEM

It is difficult to avoid biased decision-making in the real-world; people at best tend to underestimate their proneness to biases. Ostrich effect is a phenomenon that lead to instances of biased decision-making where people may delay acquiring information or ignore them, even when doing so degrades the quality of decision making, particularly, if they are in opposition to their plans and ideas. Although Lay was forewarned by some of his management team members about the excessive accounting misappropriations practised in Enron, yet he ignored them and pursued with MEM, and continued with sophisticated forms of accounting manipulation techniques. Keeping this in mind, we investigated if MEM is an instance of biased
decision-making, whereby people avoid information that are in opposition to their directional goals to remove RD; to which: 30 answered ‘Yes,’ 6 ‘May be yes,’ and 3 ‘No;’ in purposive and expert sampling, 20 respondents answered ‘Yes,’ 2 ‘May be yes,’ and 1 ‘No;’ in snowball sampling, 10 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 2 ‘No.’ Thus, the modal value was ‘Yes;’ and there was support to I12: Decision-makers with RD, while managing earnings, are susceptible to the Ostrich Effect, thereby insulating themselves (like an ostrich), avoiding information that are in opposition to their desired goals, and, in the process, carry out MEM.

3.7.4.3. The Background (of Intentionality) and Enabling Factors, and MEM

Accounting knowledge and expertise are the enabling factors – the Background (of Intentionality), in Searle’s words – which are necessary, but not sufficient, conditions behind MEM. Keeping this in mind, we investigated: if decision-makers with RD are prone to overestimating their finance and accounting skills while carrying out MEM; to which: overall, 21 answered ‘Yes,’ 10 ‘May be yes,’ and 8 ‘No;’ in purposive and expert sampling, 11 respondents answered ‘Yes,’ 6 ‘May be yes,’ and 6 ‘No;’ in snowball sampling, 10 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 2 ‘No.’ Thus, the modal value was ‘Yes;’ and there was support to I13: Decision-makers with RD are prone to overestimating their finance and accounting skills while carrying out MEM; this may be an offshoot of I12.

3.7.4.4. Practising MEM to Overcome RD Can Become an Obsession

Sometimes the motivation for MEM may have originally been RD. But as decision-makers find themselves successful at this, they gain some secondary satisfaction because they think they can fool the world by the virtue of their ability to use their finance and accounting skills, thereby feeling superior to others.2116 As we have discussed, Lay, even after becoming highly rich and famous, continued to set higher earnings targets and carried out bigger and bolder forms of MEM to achieve them. Keeping this in mind, we investigated: if decision-makers with RD may carry out bigger and bolder forms of MEM once they find themselves successful at this; to which: overall, 22 answered ‘Yes,’ 11 ‘May be yes,’ and 6 ‘No;’ in purposive and expert sampling, 14 respondents answered ‘Yes,’ 4 ‘May be yes,’ and 5 ‘No;’ in snowball sampling, 8 respondents answered ‘Yes,’ 7 ‘May be yes,’ and 1 ‘No.’ Thus, the modal value was ‘Yes;’ and there was support to I14: Decision-makers with RD can carry out MEM to initially overcome their RD initially but may get obsessed with it if they start to gain secondary satisfaction arising out of their feeling of superiority over others.

3.7.5. Let Us Look Critically at the Main Findings of the General Questions Section Concerning the Role of RD on MEM vis-à-vis the Findings from the Vignettes!

Are decision-makers who carry out MEM in a hurry to overcome RD? In addition to overcoming RD, do they carry out MEM in order to gain secondary satisfaction out of their ability to fool people, arising out of their perception that they have superior
capability to use (sic) finance and accounting skills? Is this perception an outcome of the overestimation of these skills? Are decision-makers with RD, who carry out MEM prone to the Ostrich Effect? The answer to all these questions centres around the central theme of our research: does RD cause EM to stray into MEM? And, as we discussed in the section 7.3, the respondents rendered mixed support towards this. However, this is not the end of the discussion because we are going to put forth the final arguments below.

The salient finding of the Section 7.4 is: the respondents have supported the I10 – EM can stray into MEM when directional goals (to overcome RD) overshadow accuracy goals. However, the I9 (in V3) – RD may cause EM stray into MEM – had mixed support. The question corresponding to I9 in the Web-questionnaire was Question#19 (Q19) and I10 was Question#20 (Q20). Q19 was the last question in the V3 section and the very next section was the GQS in which Q20 was the first question. Thus, they were adjacent questions (though in different Web-pages) with very similar content and intent. Then, what made the respondents to change their answers?

This anomaly, from the hindsight, can be attributed to the question-answer framing effect. As we know, Q19 was a perception-question and in this sense involved how the respondents’ perceived Lay’s questionable behaviour as he was portrayed in the vignettes. Whereas Q20 was a (general) opinion-question, not bounded by any prior storyline. Moreover, the answer choices in the case of Q19 were rating scales and Q20 verbal opinion types. Thus, question-answer framing may be an explanation for this anomaly. But, this begs further questions. Did the respondents feel threatened by the sensitivity of the issue i.e., EM, for that matter, MEM, involving their profession in the case of I9? This, however, may not be the case because we used vignettes precisely for this reason; i.e., vignettes are used to elicit answer on sensitive issues without involving respondents directly in them, thereby making them to feel less threatened. Thus, if they did not feel threatened, why did they render mixed support I9 (concerning Q19 that was not about them)? Here, let us recapitulate the main finding of V1. As we know, the respondents supported the fact that it was the belief reason that was behind Lay’s intention to manipulate earnings. However, people as observers (the respondents in our case) tend to use the desire reason to explain the behaviour of others (Ken alias Lay, in our case), while they use belief reasons to explain their own action. Thus, did the respondents visualise themselves in the place of Lay while answering Q19 and hence somehow felt threatened? May be, they did (which needs further investigation); hence they cited belief (of decision-makers that MEM can fulfil the desire to be rich and enhance social status) as the reason behind the intention to carry out MEM. But, why did they feel threatened? Did it have something to do with RD? Here, let us look at shaded portions of Table 1, which reveals that in the case of the majority of the respondents’ RD in their childhood and adolescent years, RD level which was: (a) low had either become medium or high; (b) medium had either become high or had remained medium; (c) high had remained either high or become medium. The majority of the respondents (30 out of 39, which
is 77% of our sample frame) had either medium or high levels of RD at present which had either increased from their past levels or remained the same. Thus, was the word ‘deprivation’ (for that matter, RD) too repulsive for them that they wanted to avoid in the context of EM and MEM (because majority of them had medium and high levels of RD)? And, do finance and accounting professionals in fact manipulate earnings in the name of managing them, while living and working in our contemporary AD dominated society? Although answering these questions are not easy, but, Arthur Levitt’s words are worth pondering over here: “[…] Managing [earnings] may be giving way to manipulation; […] i)ntegrity may be losing out to illusion.”

Furthermore, it is imperative here to mention that we disclosed about the real event behind and true identity of the main character in the vignettes – i.e., the Enron Scandal and Kenneth Lay – only after the respondents completely answered all the vignette related questions. So, while answering the questions pertaining to the vignettes, they did not know that ‘Ken’ (the main character in the vignettes) who they encountered was actually Kenneth Lay, and the accounting misappropriation event about which they read was the Enron Scandal. (Moreover, we did not provide the edit option in the Web-survey whereby they could have returned to the section that they had already answered to modify them because instant reactions are more stable over time with respect to perception questions.) Thus, they might have supported I10 after knowing the event. This begs more questions. Does it imply that people tend to give ‘candid judgements’ in the case of events with greater magnitudes like the Enron Scandal, and not so in the case of smaller unknown events? Did they not realise that RD could also be a factor behind directional goals (hence the similarities between I9 and I10)? And, so on.

In spite of all these, it is evident that directional goals can cause EM to stray into MEM; and, RD can be a factor behind them because they are, after all, goals through which decision-makers try to achieve some desired goals that may also include the goal to get rid of RD which may arise out of reasons like the desire to be rich and have higher social status.

3.7.6. The Inference Tree:

Now that we have analysed the dataset and discussed its findings, let us map the inferences with the research schema. Figure 5 is the schematic representation of them – the Inference Tree.
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3.7.6.1. The Inference Set in the Context of RD Leading to MEM:

A-B (I1): The desire of to be rich and enhance their social status can be a reason behind the intention of decision-makers to carry out MEM. (Supported)

A-C (I2): The belief of decision-makers that MEM can help them to fulfil the desire to be rich and enhance their social status can be a reason behind their intention to carry out MEM. (Supported)

A-D (I3): The valuing by decision-makers that MEM is one of the best possible ways to fulfil the desire of to be rich and enhance their social status can be a reason behind their intention to carry out MEM. (Mixed support)

E-G (I13): Decision-makers with RD are prone to overestimating their finance and accounting skills while carrying out MEM. (Mixed support)

K-G (I7): RD experienced by decision-makers’ in their formative years may motivate them to carry out MEM. (Supported)

K-F-J (I9 and I10): RD can cause EM stray into MEM. (Mixed Result: Mixed support, when asked directly, in the case of Q19 in the V3 in the case of I9: RD can cause EM stray into MEM; but supported in the case of the Q20 in the general questions section in the case of I10: EM can stray into MEM when directional goals (to overcome RD) overshadow accuracy goals.)

3.8. Study Shortcomings and Limitations

The very notion of RD as a cause behind questionable behaviour has been debated on the ground that why some people having discontent (arising out of RD) do not indulge in such behaviour. Apart from this, there are other shortcomings and limitations too, which pertain to: (a) theoretical and (b) methodological issues. The former are concerned with the theories of intentional action and RD that we have adopted in our study, and the latter with the Web-questionnaire design and the use of vignettes. We are going to discuss the former first and the later next.

The non-occurrence of questionable behaviour when people feel discontented may be explained by Crosby’s RDT that emphasises on both the feeling of entitlement and desire for it as the prerequisites for RD to occur in people; when they cannot remove it through permissible actions, they resort to questionable actions. Besides, although, increasing instances of RD are outcomes of the expansiveness of the AD in society, including corporations, yet not all decision-makers resort to fraudulent means to meet the desired earnings numbers. That is, instances of MEM of the magnitude of the Enron Scandal do not happen often. Again, this may have some connections with the RD level of analysis that we have considered in our study – egoistic RD. That is, decision-makers may believe themselves as members of one group and experience fraternalistic RD with respect to another group. However, not all of them carry out MEM to overcome RD because the group that they belong to may be, say, law-abiding, thus restraining them to adopt illegal means (MEM) while reporting earnings.
However, our study is silent about these issues. Had we expanded our study to take them also into account, we could have faced various problems during study implementation stage, e.g., more number of vignettes leading to longer questionnaire and hence higher non-response rates.

We undertook this dissertation with the premise that MEM is an intentional action, and RD is a CHR (causal history of reasons) that motivates decision-makers to carry MEM out. Subsequently, we conducted an empirical study from the perspectives of social psychology, using Bertram Malle’s model of intentional action. In doing so, we, however, addressed the notion of intentional action in a rather simplified manner. This is because an intentional action, drawing upon John Searle’s views on (human) intentionality, is preceded by its corresponding belief or desire which is a part of a whole range of other desires and beliefs – the Network. To be rich may be one desire, to have higher social status may be another, and they are parts of the Network. But, in our study we lumped them together. Thus, we could have conducted this study by segregating various desires and beliefs (and valuings) behind the intention to carry out MEM and investigated them separately. However, had we not keep things simple, we could have faced problems again like more number of vignettes leading to longer questionnaire and hence higher non-response rates.

There are further theoretical issues involved as regards the level of analysis of RD – egoistic RD – that we have used as the CHR behind the intention to carry out MEM. As we know, organisational practices, including MEM, cannot be carried out by one single decision-maker in isolation. Rather it is a group-work, done by a group of individuals working closely with each other. Apart from Lay, Jeffrey Skilling (former President of Enron) and Andrew Fastow (former Chief Financial Officer of Enron) were the other main convicts in the Enron Scandal; they both, it can be inferred from their life stories, were also victims of RD.\textsuperscript{2117,2118} Thus, here lies a problem with respect to using egoistic RD as the level of analysis: was the Enron Scandal not an instance of fraternalistic RD where a group of individuals (comprising Lay, Skilling and Fastow, among others) acted together to overcome RD? The answer could be yes, but it is not known against whom they were comparing themselves apart from the fact that, as Lay had said in one of his hearings, they were furthering the spirit and ethos of the AD.

It has been argued that ‘[…] white-collar offender acted “self-servingly” to further private interests or the interests of a group of persons in a corporation and the possibility that the person may have acted on behalf of the corporation with the intention of protecting or enhancing the interests of the corporation. […]’\textsuperscript{2119} In this sense, it can be said that our investigation is mute about the organisational interest that white-collar criminals (like Lay) pursue along with their self-interest. However, along with achieving earning numbers through MEM and thereby accomplishing organisational interests, e.g., lowering the cost of capital; they also take care of their self-interest, e.g., getting more incentives, enhancing their reputation by being parts of successful organisations, etc.

Now, let us discuss about the shortcomings and limitations related to study methodological issues. Our sample size is small which was due to the difficulty in finding practitioners who were willing to participate in the study. Furthermore, we used non-probability sampling, which implies that our respondents are not
representative of the population that we were interested in generalising our results to. They imply that the inferences that we have drawn cannot be hypothesised in concrete terms; and at best they are tentative. Hence, the generalisability of our finding needs further study using either random sampling or qualitative methods (e.g., interviewing).

Although there is an advantage of using expert sampling (we used as one of the first strategies to build our sample frame) because we have some acknowledged experts to substantiate the study findings, yet the disadvantage is that even they can be wrong – after all, they only responded to what they learnt from the vignettes. Moreover, although we got additional respondents and increased the size of the sample frame using snowball sampling, but it can be criticised on the ground that they (the additional respondents) could have been influenced by those respondents who introduce us to them, whereby they could have rendered biased responses.

As far as the questionnaire design is concerned, we asked questions related to respondents’ profession, past and present levels of RD and demography at the beginning of the questionnaire (and we have mentioned the rationale behind doing so). However, it could have led to response biases like social desirability bias, when they responded to RD as influencing the intention behind carrying out MEM.

Although we used vignettes to elicit response on a sensitive issue like MEM, there are arguments against the use of vignettes on the ground that not enough is known about how respondents respond to questions related to vignettes and their behaviour in real life-situations (i.e., had they been in situations depicted in the vignettes). In this regards, Finch (1987) noted, “[…] asking about what a third party ‘ought’ to do in a given situation is not the same thing as asking respondents what they themselves think they ought to do. […]” Thus, in order to account for this, in addition to asking questions exclusively pertaining to the vignettes; we also asked general questions on the role of RD behind the intention to carry out MEM. As we have already seen, there were differences as regards their response to perception- and opinion-questions. To probe deeper into this issue, we think, there is a need to employ qualitative methods (e.g., interviewing).

3.9. Conclusion (Including Implications and Future Research Directions)

“[… It is a pity that] we let our research methods dictate the subject matter, rather than the converse. […]”

The literature on EM, including MEM, is mainly based on the standard theories in social sciences like social exchange theory, rational choice theory, etc. The discussions therein hover around typical cost-benefit analysis, considering the organisational wo/man as a rational agent in the neoclassical sense. Agents (including decision-makers) rationalise their actions by undertaking cost-benefit calculations to safeguard and further their self-interest, and maximise their utility. These studies mainly take factors like cost of capital, social and political costs, agency cost (arising out of undoing manipulated earnings), etc. into consideration while analysing the motivations behind EM and MEM. However, decision-makers are not mere homo economicus as deemed by the neoclassical paradigm; rather, they are homo sapiens,
who bring with themselves entire personalities – comprising of a gamut of psychological, social and economic traits – into organisations. This has been extensively debated by social scientists, especially behavioural economists, cognitive and social psychologists, and economic-sociologists. As a result, there are a plethora of findings which reveal that: agents systematically violate the axioms of standard economic theories; they are boundedly, hence limitedly, rational; while making decisions, they often use heuristics and are prone to biases; economic actions are socially embedded; and so on. Thus, merely explaining MEM by looking at decision-makers as if they simply are *homo economicus* is akin to telling only a part of the whole story. Keeping this in mind, we undertook this empirical study to throw more light onto the motivations behind the intention to carry out MEM.

“[…] Foundational questions in accounting are far from settled. […]”

As MEM involves managerial discretions, we described it as an intentional action, using theoretical inputs from Searle’s notion of Intentionality (philosophy of mind) and Malle’s concept of intentional action (social psychology). In doing so, we argued that decision-makers carry out MEM with the following types of reasons: (a) the desire to be rich and enhance their social status; (b) the belief that MEM could fulfil it; and, (c) the valuing that MEM is one of the best means to achieve it. In other words, the desired goals, i.e., to achieve company accounting numbers, are preceded by reasons that entail decision-makers’ desires, beliefs and valuations. Then, we went a step further and discussed RD, arising out of the degree of mismatch between what people want and what they get; and investigated its role as a ‘reason behind the reasoning’ – causal history of reasons (CHR) – in the MEM phenomenon. Specifically, we examined the following: whether RD cause EM to stray into MEM, or not.

Why we emphasised on the desire to become rich and enhance social status as causing RD is because of the notion of the American Dream (AD) is considered as one of the major causes behind the rise in RD worldwide. AD deems material achievements – i.e., being financially rich and socially famous – as the measures of success. Drawing upon the literatures on RD and white-collar crime, we put forth that societal pressures arising out of the AD have raised the levels of RD; as a result of which there has been rising instances of white-collar crime, including MEM, across the corporate corridors. Keeping this in mind, we would like to argue that our study is important for the accounting community, at least, in two ways.

First, considering that economic activities are social-embedded, a pragmatic analysis of human behaviour in the accounting field needs to take into account how business organisations are situated in the contemporary society dominated by the AD. The tenets of AD are no more confined to the frontiers of the U.S.A. and companies worldwide are subject to its assumptions concerning what success is. Therefore, our analysis concerning the role of RD (an offshoot of the AD) as the CHR underlying the intention to carry out MEM is important.

And second, the accounting community has a privileged status in society on the virtue of its role in making organisations accountable to their stakeholders and society as a whole. Our study is an attempt to probe into what has/have made accounting to stray away from its traditional function concerning organisational
accountability. We discussed this in the light of the widespread use of EM and MEM by decision-makers in financial reporting activities (particularly, since the early 1980s when their incentives were made directly coupled with company performance in general and reported earnings in particular); which, in turn, has seriously dented the quality of financial reports. This can seriously jeopardise the privileged status that accountants enjoy in society. Moreover, MEM involves the nexus between various members in the accounting community – regulators, decision-makers, auditors, analysts, shareholders, and even academics – which is more worrisome because they in one way or other either encourage or ignore EM and MEM because it serves their interest; the policy makers are also involved here. However, as already mentioned, people are more than mere *homo economicus*. Thus, to probe deeper, we have attempted this study from an economic-psycho-sociological perspective because MEM is an economic activity, carried out by people with psyche (cognitive and affective traits), and take place in organisations that are parts of society.

We have got four sets of findings. One, the respondents supported that belief and (that MEM can fulfil their desire to be rich and enhance social status) and this desire reasons behind the intention to carry out MEM. This is paradoxical because respondents were asked to comment on the modus operandi of the main character in the vignettes (Kenneth Lay), and not about their own. In such a situation, people typically attribute the action (of others) towards the belief reason. Does this imply that while answering this section, the respondents visualised their ‘professional selves’ as resembling with that of Lay’s and in this sense answered about their own (belief) reason behind their intention to carry out EM (and MEM)? This needs further investigation.

Two, the respondents considered that enabling factors (like having: knowledge in company finance and accounting methods, access to accountants who have prior experience in MEM, the influence over regulators and policy-makers to create opportune conditions to carry out MEM, etc.) are important to manipulate earnings. This seems logical considering the fact that to manipulate earnings needs opportune conditions which are created by enabling factors.

Three, the respondents rendered mixed support towards the following inferences: one, a person with low socio-economic familial status is likely to feel relatively deprived, when s/he grows up in a society that gives more importance to people having higher socio-economic status (acknowledging the fact that societal pressures may have bearings in the development of RD in the formative years of people); two, RD experienced in one’s childhood and adolescence years may motivate her/him to carry out MEM; three, RD arising out of living and working in societies dominated by the AD may motivate decision-makers to carry out MEM; and, four, RD can cause EM stray into MEM. From the hindsight, they may imply that they did not considered past and present RD as having influence on the motivation to carry out MEM. However, this may not be as simple as it looks because the current RD levels most of them are in the medium and high levels. Moreover, their current RD levels in comparison to their past levels have either remained as it was or increased. Thus, the respondents might have given socially desirable responses thereby rendering mixed support to these inferences. Or, was RD a term that they loathed to hear? This needs further research.
Four, the respondents supported the following: EM can stray into MEM when directional goals (to meet earnings numbers, receive more remunerations and overcome RD) overshadow accuracy goals (to manage earnings prudently). Paradoxically, as we mentioned above, they rendered mixed support to RD causing EM to stray into MEM. Two of the plausible reasons behind this may be: question-answer framing effect (people answer differently under different situations) and to the fact that people give candid opinions in the case of well-known, high-stake incidents (as in the case of Enron Scandal). They also supported that decision-makers with RD are prone to biases arising out of the Ostrich Effect, i.e., avoiding information that are in opposition to their desired directional goals. Related to this, the respondents supported the following inferences: decision-makers with RD are prone to overrating their finance and accounting skills while carrying out MEM; and, they are in a hurry to achieve their directional goals to remove RD. These findings are important because people, in fact, are subject to biases (and heuristics) while making decisions. Furthermore, they supported decision-makers with RD can carry out MEM to initially overcome their RD but may get fascinated by it if they start to gain secondary satisfaction like feeling superior to others; this sounds more troubling. Having summarised the study findings, let us now see in which manner they have implications for the future accounting research.

Contextual factors related to growing up and living in an AD dominated society is vital for the development and spread of RD and the occurrence of white collar crimes like MEM. As accounting is a practice entailing human values and intentions, it is a social, not a natural, phenomenon. The interaction between context and decision-makers’ desires (and intentions) can influence their behaviour (Haynes and Kachelmeier, 1998). This has been investigated in behavioural accounting (BA). Thus, we think, BA is one of the germane areas in which our study can find applications.

The earliest BA research was based on human behaviour within organisations from social and psychological perspectives. However, the interest towards BA has declined considerably over time. Whatever research on BA is done at present, they have mostly been reduced to some statistical significance testing programmes rather than discussing the real issues before the accounting community, which is often due to the influence of the neoclassical paradigm on the contemporary accounting research. Furthermore, as accounting generally concerns financial activities, BA has become subservient to behavioural finance which has established itself as a field based on mathematical formalisation under the neoclassical economics. (Although it may be argued that neoclassical economics dominates social sciences only in the U.S.A., but it is spreading its influence worldwide.) Moreover, BA research is complicated because it is difficult to study accounting from psychological and sociological perspectives. This is because, one, “[…] social scientists do not have a theory (rules and laws) for how people they study determine what counts as an action, because the determination derives from situationally defined (context dependent) skills […]”; and, second, BA lacks coherent themes mainly due to “[…] the tendency of each study [in behavioural sciences] to open a new line of enquiry. […]”

Notwithstanding, in the recent management literature, there are some notable critiques against the neoclassical paradigm. “[…] In essence, social scientists carry an
even greater social and moral responsibility than those who work in the physical sciences because, if they hide ideology in the pretense of [positivistic] science, they can cause much more harm. [... According to Sumantra Ghoshal] this is precisely what business school academics have done over the last 30 years. [...]2133 For example, it has been argued that even after more than three decades of extensive research, financial reporting is no better (and may be worse) than it was before.2134 In this context, it has been argued that accounting as a positivist economic science is one of the possible causes behind the financial misrepresentations and frauds that we have witnessed in the recent past.2135 The unreality of neoclassicists’ premise concerning people as self-interested, utility maximising agents – who have been criticised as “laughable caricatures,“2136 or “rational fools or social morons”2137 – makes it highly susceptible to empirical uncertainties. As a result, we can see that “[… r]esearch practices which lower the power of tests have sometimes been accepted in accounting research without consideration of their implications […].”2138 Importantly, a large number of studies in BA, i.e., more than 70 per cent of the published articles in issues in Accounting Education, Behavioral Research in Accounting, and Journal of Management Accounting Research published during 1993-97; lacks statistical power.2139 Here comes a question: is statistically significant findings all that a research should aim at?

‘Many academics and statisticians believe that any […] study] which is not based on probability sampling [in order to generate statistically significant results] is unacceptable. They argue that even if something “works” we should not embrace it unless there is a sound statistical/mathematical theory to explain how and why it works. They forget perhaps that Newton had no theory to explain how gravity worked; he just showed that it did. Medical scientists tell us we know very little about how and why many pharmaceutical products work; we accept and use them because clinical trials show us that they work, even if we do not know why.”2140

There are some strong arguments against statistical significance tests. It has been contended that “[… t]he error rate for inference using the significance test is greater than the error rate using a coin toss to replace the empirical study. […]”2141 Moreover, researchers publish faulty interpretations of their studies in leading (economics) journals in the name of statistical significance tests.2142 “[… R]eliance on significance testing is logically indefensible and retards the research enterprise by making it difficult to develop cumulative knowledge. […]”2143 Cohen (1988) argues that the null-hypothesis is, as a matter of fact, “nil hypothesis.”2144 So much so that American Psychological Association (APA) is considering banning significance tests based on the null hypothesis from its journals.2145 In the context of accounting it has been argued that “[… c]ertain behavioral accounting research may have even lower statistical power than psychological research [which often uses student subjects] given the difficulty of accessing large numbers of accounting professionals to serve as research subjects. […]”2146 In a nutshell, there are rising concerns against statistical significance as the only test of scientific rigour behind research programmes.

The crucial test of any research paradigm is the extent to which it defines the field, establishes the research agenda, and becomes a core metaphor for the discipline.2147 With this in mind, we would like to argue that our findings although are not statistically significant, but have the possibility to further research endeavours concerning accounting in general and the intention to manage and manipulate earnings in particular. In the context of BA, Colville (1981) argues that “[…] the
study of the behavioural aspects of accounting has largely failed to develop into a coherent theoretical or practical body of knowledge. In an attempt to overcome this state of affairs, there is an increasing trend to employ organizational and sociological theory as a basis for research, as opposed to psychology and social psychology which informed earlier conceptual thinking and research. However, MEM, for that matter EM, is an intentional action and hence intrinsically involves the human mind or consciousness. And, we can ill-afford to ignore its importance in accounting, including EM. “[…] If we are looking for phenomena that are intrinsically intentional [like EM] but inaccessible in principle to consciousness, there is nothing there. […]” And, unfortunately, consciousness is often ignored in studies in social sciences that are related to decision-making.

“[… D]ecision making [ is…] in one way or another crucially related to consciousness. […] More than anything else, it is the neglect of consciousness that accounts for so much barrenness and sterility in psychology, philosophy of mind, and cognitive science.”

Thus, we think before proceeding any further, we need to first redefine the BA field; exploring how to incorporate human consciousness into it, taking cues from the philosophy of mind. This is particularly important in the case of accounting which is a people-, not matter-, centric science.

In this sense, it is a socio-psychological, not natural, science. Thus what we need is a sort of “paradigm shift” in our approach because, paraphrasing Einstein, we can not solve problems by using the same kind of thinking we used when we created them. And empirical studies, which are very important to unravel the underlying reality behind various phenomena, are no exceptions in this regards.

Empiricism emphasises the roles of evidence and (direct) experience as paramount to study events. “[…] In scientific explanations, we are characteristically trying to say what causes what. […]” However, “[…]n spite of our modern arrogance about how much we know, in spite of the assurance and universality of our science, where the mind is concerned we are characteristically confused and in disagreement. […]” In the philosophy of mind, empirical studies on mental states, including intentional states, are based on behavioural evidences, testable objectively by the third-person perspectives by competent observers. Here, the following question may arise: “[…] Why should we assume that all the facts in the world are equally accessible to standard, objective, third-person tests? […]” This is because there are phenomena that are intrinsically subjective, and hence resist being knowable to observers, including researchers, solely on the basis of their behavioural manifestations. However, we can have indirect means to know them by, first, observing a behaviour; second, comparing it with our own; and, third, by analysing if “[…] the causal bases of […] what is observed] are virtually identical with the causal bases of [ the our own …] experiences. […]” In this way, “[…] we have a certain Background ways of behaving, certain Background capabilities, and these are constitutive of our relations to the consciousness of other people. […]”

Intentionality, or the disposition to behave (e.g., to manage and/or manipulate earnings), is an important feature of consciousness; which is often erroneously ascribed to the structural and functional aspects of the brain. Although they look as if they are intentional, they are not because brain and brain processes are “[…] in principle inaccessible to consciousness […]” Thus, the brain and its functioning are not mental and hence do not belong to the philosophy of mind.
Rather, we have two levels of intentionality, namely: a conscious intention and a deep unconscious rule. "[... T]he result [can ...] be conscious[, e.g., in the case of MEM, accounting rules are flouted for financial gains ...], though the means [and reasons] for achieving it [may be ...] unconscious[, e.g., in the case of MEM, how and why accountants break rules ...]. But the unconscious aspect has all the earmarks of intelligent behavior. [...]" This brings to the fore what can be known and what should be inferred about (human) intentionality.

"[...] Parts of the world are caught in our ethnographies, our histories and our statistics. But other parts are not, or if they are then this is because they have been distorted into clarity. [...] If much of the world is vague, diffuse or unspecific, slippery, emotional, ephemeral, elusive or indistinct, changes like a kaleidoscope, or doesn’t really have much of a pattern at all, then where does this leave social science? How might we catch some of the realities we are currently missing? Can we know them all? Should we know them? Is ‘knowing’ the metaphor we need? And if it isn’t, then how might we relate to them? [...]"

Thus, ‘to know’ involves knowing not only what is knowable but also what is not, which is important in the context of intentionality as it involves both the conscious and the unconscious (the Background). In the context of accounting, we need to reflect over Shapiro’s (1997) views in particular, according to which “[... a]bsolute epistemological objectivity [... in financial reporting] is not possible because all accounting judgements are made from a point of view, subject to various measurement biases, motivated by personal factors, and within a certain historical context. [...]" In stead of absolute epistemological objectivity, Shapiro (1997) argues for a pragmatic, inter-subjective, and consensus view. And, trying to promote a clarification of the philosophical bases of financial reporting, Shapiro (1998) describes truth and reality, in Rortian terms, as “[... what is good [enough] for us to believe [...]” and advocates that the “[... accounting] community needs some common assumptions and definitions in order to conduct a constructive and intelligible debate about issues that are significant to its members [...];” which has relevance with the Background postulated by Searle (1992). Here it is imperative to mention that these arguments may be antithetical to the very claim that accounting facilitates rational decision-making in the neoclassical sense. However, to be rational is not all about self-interest and utility maximisation, as argued by the neoclassicists; rather there are more than that, which may also involve unconscious reasoning processes. In this context, it is also helpful to zero in on the “ex-post rationalisation of past behaviour” that decision-makers may carry out. For example, Kenneth Lay argued that by indulging in (sic) creative accounting, expanding Enron and leading a lavish lifestyle; he had realised the American Dream (AD). Thus, what people do is/are as important as why they do it/them; this is especially important in the context of contemporary accounting practices that is increasingly influenced by managerial discretions. Here, we think that the philosophy of mind can be helpful to know what is knowable and what is not in the context of the (human) intention behind undertaking accounting activities.

To conclude, in this dissertation we investigated the role of RD behind decision-makers’ intentions to carry out MEM. In other words, we studied MEM from the social and psychological perspectives, in addition to the economic perspective. We have argued that MEM is not only an economic phenomenon but also a social and psychological phenomenon. Therefore, it needs to transcend the
mundane and stereotypical neoclassicists’ notion that people are *homo economicus*. Furthermore, we are of the opinion that research in accounting, especially in BA, can further be enriched by the philosophy of mind. After all, the main purpose of accounting is: to hold organisations accountable towards their stakeholders and society through accounts-giving. In this sense it deals with the social and, more importantly, mental (not physical) aspects of the underlying accounts-giving mechanisms. In debating so, we argued that there is a need to first redefine the accounting research arena in stead of trying to explain away various organisational goings on with the premise that the ‘accounting wo/man’ is the neoclassicists’ self-interested, utility maximising agent. Else, we are afraid, accounting may lose its purpose and rigour, and in the process become a textbook science devoid of real-world applicability.

“[…]. Each August, we [academics] come to talk with each other; during the rest of the year we read each others’ papers in our journals and write our own papers so that we may, in turn, have an audience the following August: an incestuous, closed loop.”

And, in the long run, accounting may stray away from its role of giving accounts and holding organisations accountable to their stakeholders and society, and become a discipline of mere numbers and figures; akin to (contemporary) economics which in stead of being a discipline based on the moral and ethical values that underline various goods and services transactions undertaken by people, as envisioned by Adam Smith, has unfortunately become a field that is mainly concerned with hedonism and utility maximisation attributes of the human agency.

* * *
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37 Favourable does not mean only projecting operational and financial optimism and achievements concerning a firm, but also aspects of pessimism and shortcomings concerning it.

38 Efficiency is a broad concept; here I use it for economic efficiency.


42 Aggressive accounting is an extreme case under this style of accounting, if done with prudence.


45 There are as many as 30,000,000 figures, all complying with the GAAP, that can represent income of firms. (See: R. J. Chambers, “A Matter of Principle,” The Accounting Review 41(3) (July 1966), 443-57.)


1. Stocks earn higher returns in the month of January than in other months, also referred to as the turn-of-the-year effects.

2. There are substantial evidences in the aggregate compensation numbers of the late 1990s that employee stock options (ESOs) were indeed substitutes for cash compensation (that was not taken into considerations whilst calculating expenses incurred towards salaries and other cash compensations). This, as we know, was a period of economic boom and so under this condition one might expect to find rising rates of compensation, but growth in compensation per hour was actually falling. Economists found this to be puzzling which was indeed substitutes for cash compensation (that was not taken into considerations whilst calculating expenses incurred towards salaries and other cash compensations).

3. Various standards in financial accounting and reporting are important for the efficient functioning of the economy because investors, creditors, auditors, and other such stakeholders need credible, transparent, and comparable financial information to make decisions. In the U.S.A., for example, the U.S. Securities and Exchange Commission (SEC) has the statutory authority to establish such standards (for public companies) under the Securities Exchange Act of 1934. In 1973, the U.S. SEC created and entrusted the Financial Accounting Standards Board (FASB) to establishing these standards. Thus, the FASB establishes the guidelines that determine how GAAP earnings can be measured.

4. Net income is the difference between total sales and both total costs and total expenses from operations plus income or less losses from other sources. Total costs comprise the cost of goods sold, including depreciation of plant, equipment, and other capital goods. Total expenses comprise selling, general, and administrative expenses and include financing costs and taxes.


9. Various standards in financial accounting and reporting are important for the efficient functioning of the economy because investors, creditors, auditors, and other such stakeholders need credible, transparent, and comparable financial information to make decisions. In the U.S.A., for example, the U.S. Securities and Exchange Commission (SEC) has the statutory authority to establish such standards (for public companies) under the Securities Exchange Act of 1934. In 1973, the U.S. SEC created and entrusted the Financial Accounting Standards Board (FASB) to establishing these standards. Thus, the FASB establishes the guidelines that determine how GAAP earnings can be measured.

10. Net income is the difference between total sales and both total costs and total expenses from operations plus income or less losses from other sources. Total costs comprise the cost of goods sold, including depreciation of plant, equipment, and other capital goods. Total expenses comprise selling, general, and administrative expenses and include financing costs and taxes.

11. There are substantial evidences in the aggregate compensation numbers of the late 1990s that employee stock options (ESOs) were indeed substitutes for cash compensation (that was not taken into considerations whilst calculating expenses incurred towards salaries and other cash compensations). This, as we know, was a period of economic boom and so under this condition one might expect to find rising rates of compensation, but growth in compensation per hour was actually falling. Economists found this to be puzzling which was resolved by a research conducted by New York Fed economists Mehran and Tracy when they incorporated ESOs into total compensation. [See: Hamid Mehran and Joseph Tracy, “The Effect of Employee Stock Options on the Evolution of Compensation in the 1990s,” Federal Reserve Bank of New York, Economic Policy Review 7(3) (December, 2001), accessed at http://app.ny.frb.org/research/erp/01x07ns0112mehr.pdf, on 1st August 2009.]


Paul M. Healy and James Michael Wahlen, 1999, op. cit., 368.


Oliver Marnet, 2008, op. cit., 35.


Terry Smith, 1992, op. cit.

Drew Fudenberg and Jean Tirole, 1995, op. cit., 75-93.


The issuance of additional shares is called a seasoned or secondary equity offering, where the existing shareholders are given the preferences to buy further shares, usually in numbers proportionate to their prevailing holdings.


Katherine Schipper, 1989, op. cit.


Yoon S. Suh, 1990, op. cit.


Public firms have a set number of outstanding shares in the market. By stock splits, a firm increases the number of shares that are outstanding. A stock split does not change the underlying value of the company. However, it affects the market price of the share by reducing the number of outstanding shares. If the price of shares falls too much, a firm may avoid issuing more shares at lower prices. A self-tender is an offer by a firm to repurchase some of its own shares from stockholders, generally on a pro rata basis from those who tender. A self-tender may be preferable in the open market, because it is quicker and does not disrupt public trading in the stock exchanges. It is similar to a buyback, except that buybacks are generally motivated to repurchase from special groups or a few large shareholders.

A management buyout is an event where a firm’s existing management takes over the ownership, partially or totally. A management buyout is an event where a firm’s existing management takes over the ownership, partially or totally. A management buyout is an event where a firm’s existing management takes over the ownership, partially or totally. A management buyout is an event where a firm’s existing management takes over the ownership, partially or totally. A management buyout is an event where a firm’s existing management takes over the ownership, partially or totally.
Debt covenants (also known as banking covenants or financial covenants) are agreements between a firm and its creditors that guide the firm to operate within certain limits. The purpose of debt covenants is to address agency problem. For example, equity (share) holders of Accounting and Economics, 20(4) (Winter 2003): 747-74.


Superfund Act is promulgated by the U.S.A. government in which a fund has been created to pay for the cleanup of hazardous-waste dump sites and spills. The 1980 act creating it called for financing by a combination of general revenues and taxes on polluting industries.


Debt covenants (also known as banking covenants or financial covenants) are agreements between a firm and its creditors that guide the firm to operate within certain limits. The purpose of debt covenants is to address agency problem. For example, equity (share) holders (who appoint the management) could benefit by making the business riskier (detrimental to the creditors’ interest).


Restructuring charges are those expenses towards reorganising a firm’s operations, which are infrequent expenses that generally result from asset write-downs or facility closings. It is not considered an extraordinary item and must be considered when calculating a firm’s income from continuing operations.


Allowance for Lease and Loan Losses is a general reserve account maintained by the bank to absorb loan losses; in other words, it is a pool of capital specifically set aside to absorb estimated loan losses.


SFAS 109 allows firms to use their discretion to set arbitrarily high valuation allowances against deferred tax assets.

A deferred tax asset is an asset that is used to reduce the amount of tax that a firm is supposed to pay in a later tax period; it is often associated with a loss carry-over (a capital loss that is not deductible in the current year because it exceeds the annual capital loss ceiling, but may be deductible in future), and is used as a future asset write-off if the next tax period is expected to generate positive earnings.


In the insurance industry, a loss reserve is the resources that are held in check, so the provider can honour any claims that are presented by clients.


SFAS 142 addresses financial accounting and reporting for acquired goodwill and other intangible assets, including how goodwill and other intangible assets should be accounted for after they have been initially recognized in the financial statements.


Fair value estimates are the current values of assets and liabilities.


FASB Exposure Draft 1025-200 mandates firms to practice increased disclosure to help financial reports users to better understand and evaluate the risks and cash flow implications of defined benefit pension plans.


The program-spending ratio is the percentage of expenses that is allocated to programmes rather than to administrative or fundraising functions.


advantage of CoCos.

July 2004, the FASB's Emerging Issues Task Force proposed an accounting change that, if passed, would eliminate the accounting

investors in CoCos exercise the option, the company does not need to count shares in its calculation of diluted earnings. However, as of

the right to make that conversion. Issuing such bonds is more advantageous to firms than issuing regular convertibles because until


A rational expectations equilibrium reveals to all agents the information possessed by all of the agents taken together.


SFAS 106 establishes accounting standards for employers’ accounting for postretirement benefits other than pensions. SFAS 109 establishes financial accounting and reporting standards to mitigate the effects of income tax that result from firms’ activities during the current and preceding year.


Sarbanes-Oxley Act (SOX) of 2002 is, it is argued, one of the most important legislation to discipline and streamline corporate financial reporting – to improve the accuracy and reliability of accounting information that is reported to investors – promulgated in the U.S.A. since the 1930s. (Source: Stephen M. Bainbridge, Complete Guide to Sarbanes-Oxley: Understanding How Sarbanes-Oxley Affects Your Business (Cincinnati, OH, U.S.A.: Adams Media, 2007), 1-2).


Joshua Ronen et al., 2006, op. cit.


Financial Reporting Standard No. 3 is issued by the Accounting Standards Board, U.K., for reporting financial performance by firms.


A material weakness is a significant deficiency or combination of significant deficiencies that result in more than a remote likelihood that a material misstatement will not be prevented or detected.

The most contentious aspect of SOX is Section 404, which requires an auditor to report an assessment of a firm’s internal controls and attest to management’s assessment of the firm’s internal control.

The main objectives of the Sarbanes-Oxley Act of 2002 are to improve the accuracy and reliability of corporate disclosure.

Mark W. Nelson et al., 2002, op. cit.


The earning response coefficient (ERC) refers to the anticipated relationship between the returns of the equity and the unexpected earnings announcements of a firm. (See: Joshua Ronen and Varda (Lewinstein) Yaari, 2008, op. cit., 347-52.)


Katherine Schipper, 1989, op. cit.


L. Murphy Smith, “A Fresh Look at Accounting Ethics (or Dr. Smith Goes to Washington),” Accounting Horizons 17(1) (March 2003): 47-49.


Sorensen (1967) finds that dissonances arising out of conflicting workplace demands are correlated with job dissatisfaction and likelihood of job turnover. (James E. Sorensen, “Professional and Bureaucratic Organization in the Public Accounting Firm,” The Accounting Review 42(3) (July 1967): 553-65.)


Baruch Lev, 2003, op. cit., 47.


David Burgstahler and Ilia Dichev, 1997, op. cit.

François Degeorge et al., 1999, op. cit.


By *Homo-Economicus* or the ‘Economic Man,’ critics refer to John Stuart Mill’s work on political economy – *Essays on Some Unsettled Questions on Political Economy* – where he states that “[… political economy] does not treat the whole of man’s nature as modified by the social state, nor of the whole conduct of man in society. It is concerned with him solely as a being who desires to possess wealth, and who is capable of judging the comparative efficacy of means for obtaining that end. It predicts only such of the phenomena of the social state as take place in consequence of the pursuit of wealth. […]” (Source: John Stuart Mill, *Essays on Some Unsettled Questions on Political Economy* (London: Longmans, Green, Reader, and Dyer, 1874), 137.)

Self interest is usually treated a ‘good’ trait by economists and is distinguished from opportunism (considered as a destructive trait). “[…] To distinguish simple self-interest from opportunism, think of a completely honest individual who would never break her word or misrepresents what she knows, but who still seeks to maximize her own welfare. This is self-interest, as compared to an opportunistic individual who would break his word or engage in misrepresentation under the right circumstances. Moreover, our use of the term “opportunism” is stretched to mean that it is opportunistic to refuse to divulge information that you hold and another lacks when the other person asks you to give up that information. […]” (Source: David Kreps, *Game Theory and Economic Modeling: Clarendon Lectures in Economics* (Oxford: Clarendon Press, 1990), 745.)


Oftentimes, it has been claimed that *Homo Economicus* is a ‘good’ approximation of *Homo Sapiens*. For a recent discussion on how trade and commerce (and similar economic activities), taking into account various traits of *Homo Economicus*, played vital roles in enabling the *Homo Sapiens* (Modern Man) to survive the battle of survival of the fittest (and *Homo Neanderthal* to perish). (See: Richard D. Horan, Erwin H. Bulte, and Jason F. Shogren, “Coevolution of Human Speech And Trade,” *Journal of Economic Growth* 13(4) (December, 2008): 293-313.)


Lakshmanan Shivakumar, 2000, *op. cit.*
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Applications


cost that may prevent its application.

distribution will change the predicted choice in a reasonable way. However, a problem with this model is the presence of a deliberation problem. The framework is attractive because a change in the decision-maker's subjective estimate of the form of the outcome probability weights to each of the possible outcomes; this allows the decision-maker to construct an expected utility maximisation


Ibid., 2.

The utility function expresses utility as preference of the agent, which, roughly speaking is a function of consumption of ‘real’ goods (in say pounds) as opposed to nominal goods (in say dollars). (See, for example: John Broome, Ethics out of Economics (Cambridge, UK: Cambridge University Press, 1999), 21-22.)


Ibid., 2.


The utility function expresses utility as preference of the agent, which, roughly speaking is a function of consumption of ‘real’ goods (in say pounds) as opposed to nominal goods (in say dollars). (See, for example: John Broome, Ethics out of Economics (Cambridge, UK: Cambridge University Press, 1999), 21-22.)


Ibid., x.

Ibid., 24.


John Broome, Ethics out of Economics (Cambridge, UK: Cambridge University Press, 1999), 92.


In Savage’s (1954) subjective expected utility framework, the decision-maker subjectively creates an outcome distribution, with probability weights to each of the possible outcomes; this allows the decision-maker to construct an expected utility maximisation problem. The framework is attractive because a change in the decision-maker’s subjective estimate of the form of the outcome distribution will change the predicted choice in a reasonable way. However, a problem with this model is the presence of a deliberation cost that may prevent its application.


Ibid.


Anna Koutsoyiannis, 1979, *op. cit.*, 528-29.


Ibid. 40-41, 46-47.


Ibid., 186.


Ibid., 44-45.


Amritai Etzioni, 1988, *op. cit.*, 27.


Ibid., 385-6.

Ibid., 386.


Ibid., 7.


A preference reversal is an in behavioural economics and psychology experiments. It involves paired choice and valuation responses, usually over simple two-outcome gambles. Subjects are asked to choose which of a pair of gambles they wish to play. They are also asked to place minimum selling prices on the gambles in an experimental context in which telling the truth is a dominant strategy. A preference reversal occurs when a subject places a lower selling price on the gamble that s/he chooses than on the other gamble in a pair. Instances of preference reversal question the empirical validity of economic theory because they provide support for the conclusion that the preferences that subjects reveal vary with the response mode – i.e., choice or valuation – that is used to elicit the preferences.


Amitai Etzioni, 1988, op. cit., 38.


Amitai Etzioni, 1988, op. cit., 39.

Ibid., 341.

F. Y. Edgeworth, 1881, op. cit., 16.


Satisfice is a term that was introduced by Herbert A. Simon (1957) in *Models of Man*, which means to obtain an outcome that is good enough. Satisficing action differs from maximising action in the sense that the latter seeks the biggest; or from optimising action that seeks the best. In recent decades doubts have arisen about the view that in all rational decision-making the agent seeks the biggest and/or the best outcome. Instead, it is argued, it is often rational to seek to satisfice, i.e. to get an outcome that is good enough although not necessarily the biggest and/or the best. (Source: Thomas Mautner (ed.), *The Penguin Dictionary of Philosophy* (Penguin Books, 1998).)


Ibid., 2.


Jon Doyle, 2001, op. cit., 93.


Ibid., 227.


Strict adherence to, or observance of, prescribed or traditional forms of procedures used


Milton Friedman, 1953, op. cit., 8.


Preference reversal is the phenomenon by which agents prefer one option to another when the choice is elicited one way, but reverses their choice when it is elicited in another way. (See: Amos Tversky and Richard H. Thaler, 1990, op. cit.)
Folk (or commonsense) psychology refers to our everyday understanding of mental states arising out of our beliefs about ourselves and others – minds understanding minds. Churchland (1981, p. 67) puts it as: “[…] our commonsense conception of psychological
phenomena. […]” Many theorists treats it as pivotal in our capacity to predict and explain the behavior of ourselves and others. However, its nature and status remains controversial. (See: Stephen P. Stich and Shaun Nichols, “Folk Psychology,” In The Blackwell Guide to Philosophy of Mind, (eds.) Stephen P. Stich and Ted A. Warfield (Oxford: Blackwell Publishing Ltd., 2003), 235-55.)


Alexander Rosenberg, Sociobiology and The Preemption of Social Sciences (Baltimore, Maryland, USA: Johns Hopkins University Press, 1980).

Stephen Frosch, For and Against Psychoanalysis (London: Routledge, 1997), 67.


Harvey Mullane, 1971, op. cit., 413.


Daniel Kahneman and Amos Tversky, 1979, op. cit.


To compensate for one’s own cognitive biases

To remember one’s choices as better than they actually were; a tendency to attribute, both correctly and incorrectly, more positive features to an option we selected than to a rival we did not (See, for example: Mara Mather and Marcia K. Johnson, “Choice-Supportive Source Monitoring: Do Our Decisions Seem Better to Us as We Age?,” Psychology and Aging 15(4) (December 2000): 596-606.)

To search for or interpret information in a way that confirms one’s preconceptions; also stands for the seeking or interpreting of evidence in ways that are partial to existing beliefs, expectations, or a hypothesis in hand (See, for example: Raymond S. Nickerson, “Confirmation Bias: A Ubiquitous Phenomenon in Many Guises,” Review of General Psychology 2(2) (June 1998): 175-220.)

To test hypotheses exclusively through direct testing, in contrast to tests of possible alternative hypotheses (See, for example: Manuel G. Calvo and M. Dolores Castillo, “Mood-Congruent Bias in Interpretation of Ambiguity: Strategic Processes and Temporary
963 To enhance or diminish a weight or other measurement when compared with a recently observed contrasting object (See, for example: Norbert Schwarz and Herbert Bless, “Constructing Reality and Its Alternatives: An Inclusion/Exclusion Model of Assimilation and Contrast Effects in Social Judgement,” In The Construction of Social Judgments, (eds.) Leonard L. Martin and Abraham Tesser (Hillsdale, NJ, USA: Lawrence Erlbaum Associates, Inc., 1992), 217-45.)
964 To look at things according to the conventions of one’s own profession, forgetting any broader point of view; a distortion of judgement resulting from highly selective professional training, results in a distortion in the way the world is perceived. (See, for example: Scott Hightown, Alison Broadfoot, Jennifer E. Yugo, and Shelba A. Devendorf, “Examining Corporate Reputation Judgments with Generalizability Theory,” Journal of Applied Psychology 94(3) (May 2009): 782-89.)
965 To spend more money when it is denominated in small amounts (e.g. coins) than large amounts (e.g. bills) (See, for example: Priya Raghunathan and Joydeep Srivastava, “Effect of Face Value on Product Valuation in Foreign Currencies,” Journal of Consumer Research 29(3) (December 2002): 335-47.)
966 To view two options as more dissimilar when evaluating them simultaneously than when evaluating them separately (See, for example: Christopher K. Hsee and Jiao Zhang, “Distinction Bias: Misprediction and Mischoice Due to Joint Evaluation,” Journal of Personality and Social Psychology 86(5) (May 2004): 680-95.)
968 To believe, certify, and publish data by experimenters that agree with their expectations for the outcome of an experiment, and to disbelieve, discard, or downgrade the corresponding weightings for data that appear to conflict with those expectations (See, for example: Theodore X. Barber and Maurice J. Silver, “Fact, Fiction, and the Experimenter Bias Effect,” Psychological Bulletin 70(6, Part 2) (December 1968): 1-29.)
969 To value an object more than others in the same category as a result of an extra-ordinariness of that object that does not, in itself, change the value
970 They occur when people place too much importance on one aspect of an event; causes error in accurately predicting the utility of a future outcome.
971 To an approach or description of the situation or issue that is too narrow
972 To draw different conclusions based on how data (or stimuli) is presented (See, for example: Amos Tversky and Daniel Kahneman, “The Framing of Decisions and the Psychology of Choice,” Science 211(4481) (30 January 1981): 453-58.)
973 To have a stronger preference for more immediate payoffs relative to later payoffs, where the tendency increases the closer to the present both payoffs are
974 Tendency of people to believe that they can control or at least influence outcomes that they clearly cannot (See, for example: Gerald R. Salancik and James R. Meindl, “Corporate Attributions as Strategic Illusions of Management Control,” Administrative Science Quarterly 29(2) (June 1984): 238-54.)
975 To overestimate the length or the intensity of the impact of future feeling states (See, for example: Bibb Latané, The Psychology of Social Impact,” American Psychologist 36(4) (April 1981): 343-56.)
976 To seek information even when it cannot affect action
977 To value third party consultation as objective, confirming, and without motive
978 To conclude that solutions proposed by existing personnel within an organisation are less likely to receive support than from those recruited for that purpose
979 To make irrational decisions based upon rational decisions in the past or to justify actions already taken (See, for example: Helga Drummond, “Is Escalation Always Irrational?,” Organization Studies 19(6) (November 1998): 911-29.)
980 Also called the just-world theory, just-world effect or just-world hypothesis, refers to the tendency for people to believe, incorrectly, that the world is just and so therefore people get what they deserve (See, for example: Leo Montada and Melvin J. Lerner (eds.), Responses to Victimizations and Belief in a Just World (New York, NY: Plenum Press, 1998).)
981 The disutility of giving up an object is greater than the utility associated with acquiring it (See, for example: Daniel Kahneman et al., 1991, op. cit.
982 To persist with (irrational) decisions due to attachment to (sunk) costs that are irrecoverable
984 To concentrate on the nominal (face value) of money rather than its value in terms of purchasing power (See, for example: Eldar Shafir, Peter Diamond, and Amos Tversky, “Money Illusion,” The Quarterly Journal of Economics 112(2) (May 1997): 341-74.)
985 An individual’s track record as a good egalitarian individual can establish an unconscious ethical certification, endorsement, or license within that individual and this will increase their likelihood of making less egalitarian decisions later; this could occur even when the individual’s audience is unaware of her/his previously established moral credential. (See, for example: Angela J. Krumm and Alexandra F. Corning, “Who Believes Us When We Try to Conceal Our Prejudices? The Effectiveness of Moral Credentials With In-Groups Versus Out-Groups,” The Journal of Social Psychology 148(6) (December 2008): 689-710.)
986 To reach a verdict and/or answer in important matters, so as to escape the feeling of doubt and uncertainty; which could get aggravated by decision-maker’s personal context (e.g., time or social pressure) (See, for example: Arie W. Kruglanski, Antonio Pierro, Lucia Mannetti, and Eraldo De Grada, “Groups as Epistemic Providers: Need for Closure and The Unfolding of Group-Centrism,” Psychological Review 113(1) (January 2006): 84-100.)
To give more attention to and give more weight to negative than positive experiences or other kinds of information. (See, for example: Tiffany A. Ito, Jeff T. Larsen, N. Kyle Smith, and John T. Cacioppo, “Negative Information Weighs More Heavily on The Brain: The Negativity Bias in Evaluative Categorizations,” Journal of Personality and Social Psychology 75(4) (October 1998): 887-900.)

To completely disregard probability when making a decision under uncertainty

To refuse to plan for, or react to, an unforeseen event or disaster which has never happened before

To ignore that a product or solution already exists, because its source is seen as adversarial or inferior

To judge harmful actions as worse, or less moral, than equally harmful omissions (inactions) (See, for example: Ilana Ritov and Jonathan Baron, “Protected Values and Omission Bias,” Organizational Behavior and Human Decision Processes 79(2) (August 1999): 79-94.)

To judge a decision by its eventual outcome instead of quality of the decision at the time it was made (See, for example: Mark E. Peccher and M. David Pierc, “Judging Audit Quality in Light of Adverse Outcomes: Evidence of Outcome Bias and Reverse Outcome Bias,” Contemporary Accounting Research 25(1) (Spring 2008): 243-74.)

To underestimate task-completion times

To persuade oneself through reasoning that a purchase was a good value

To make risk-averse choices if the expected outcome is positive, but make risk-seeking choices if negative (Daniel Kahneman and Amos Tversky (eds.), Choices, Values, and Frames (Cambridge, UK: Cambridge University Press, 2000)).

To do the opposite of what someone wants you to do out of a need to resist a perceived attempt to constrain your freedom of choice


Refers to the process of categorising and interpreting information in a way that favours one category or interpretation over another (See: http://www.blackwellreference.com/public/tocnode?id=g9781405131995_chunk_g978140513199524_ss28-1, accessed on 8th January 2010.)


To remember an item that ‘stands out like a sore thumb’ than other items

The formation of beliefs and the making of decisions according to what is pleasing to imagine instead of by appeal to evidence or rationality

To prefer to reducing a small risk to zero than a greater reduction in a larger risk

To avoid options (or possibilities) for which missing information makes the probability seem unknown

To rely too heavily, or ‘anchor,’ on a past reference or on one trait or piece of information when making decisions

To neglect of relevant data when making judgments of a correlation or association

To value an ambiguous stimulus according to the opinion of someone who is seen as an authority

To make a judgement based on what we can remember, rather than complete data

A self-reinforcing process in which a collective belief gains more and more plausibility through its increasing repetition in public discourse (or ‘repeat something long enough and it will become true’).

An effect where someone’s evaluation of the logical strength of an argument is biased by the believability of the conclusion

To see patterns where actually none exist

To believe that the closer average performance is to a target, the tighter the distribution of the data set

To assume that specific conditions are more probable than general ones

To sell assets that have increased in value but hold assets that have decreased in value

To think that future probabilities are influenced by past events, when in reality they are unchanged; can result from an premature conceptualisation of the ‘law of large numbers,’ e.g., if one has flipped heads with this coin five times consecutively, then the chance of tails coming out on the sixth flip is much greater than heads.

To perform or perceive differently when one knows that s/he is being observed

To see past events as if they were predictable (See, for example: Hal R. Arkes, David Faust, Thomas J. Guilmette, and Kathleen Hart, “Eliminating the Hindsight Bias,” Journal of Applied Psychology 73(2) (May 1988): 305-07.)

Inaccurately supposing a relationship between a certain type of action and an effect (See: Amos Tversky and Daniel Kahneman, 1974, op. cit.

The analysis of chance-related problems according to the belief that the unstructured randomness found in life resembles the structured randomness found in games, ignoring the non-gaussian distribution of many real-world results

To neglect known odds when re-evaluating odds in light of weak evidence

When a researcher expects a given result and therefore unconsciously manipulates an experiment or misinterprets data in order to find it

The Subject-expectancy effect, is a form of reactivity that occurs in scientific experiments (and medical tests) when a research subject (and a patient) expects a given result and therefore unconsciously affects the outcome, or reports the expected result.

The systematic tendency to be over-optimistic about the outcome of planned actions

To ignore an obvious (negative) situation (See, for example: Niklas Karlsson, George Loewenstein, and Duane Seppi, “The Ostrich Effect: Selective Attention to Information,” Journal of Risk and Uncertainty 38(2) (April 2009): 95-115.)

Excessive confidence in one’s own answers to questions; e.g., for certain types of question, answers that people rate as ‘99% certain’ turn out to be wrong 40% of the time. (See, for example: Asher Koriat, Sarah Lichtenstein, and Baruch Fischhoff, “Reasons for
A tendency in prediction to overestimate by decision-makers the probability of good things happening to them (See, for example: Jonathan Baron and John C. Hershey, “Outcome Bias in Decision Evaluation,” Journal of Personality and Social Psychology 54(4) (April 1988): 569-79.)

A vague and random stimulus (often an image or sound) is perceived as significant, e.g., seeing images of animals or faces in clouds, or hearing hidden messages on records played in reverse

To weigh initial events more than subsequent events (See, for example: Edward E. Jones, Leslie Rock, Kelly G. Shaver, George R. Goethals, and Lawrence M. Ward, “Pattern of Performance and Ability Attribution: An Unexpected Primacy Effect,” Journal of Personality and Social Psychology 10(4) (December 1968): 317-40.)

To weigh recent events more than earlier events (See, for example: B. E. Cushing and S.S. Ahlawat, “Mitigation of Recency Bias in Audit Judgement: The Effect of Documentation,” Auditing 15(2) (Autumn 1996): 110-22.)

To judge our past experiences almost entirely on how they were at their peak (pleasant or unpleasant) and how they ended; other information is not lost, but seldom is used. (See, for example: Kahneman, Daniel, and Richard H. Thaler, “Anomalies: Utility Maximization and Experienced Utility,” Journal of Economic Perspectives 20(1) (Winter 2006): 221-34.)

To expect extreme performance to continue

A distortion of evidence or data that arises from the way that the data are collected

To expect a member of a group to have certain characteristics without having actual information about that individual

To judge probability of the whole to be less than the probabilities of the parts

A perception that something is true if a subject’s belief demands it to be true; s/he may also assign perceived connections between coincidences

The effect that recent events appear to have occurred more remotely and remote events appear to have occurred more recently

To select or adjust a hypothesis after the data is collected, making it impossible to test the hypothesis fairly; e.g., firing shots at a barn door or drawing a circle around the best group, and declaring that to be the target

To underestimate the duration taken to traverse oft-travelled routes and over-estimate the duration taken to traverse less familiar routes

To attribute one’s own action to external causes, while attributing other people’s behaviours to internal causes (It tends to be more pronounced in situations where the outcomes are negative; essentially, people tend to make different attributions depending upon whether they are the actor in a situation or the observer.)

Fundamental attribution error is the tendency for people to emphasize certain qualities or dispositions of others rather than giving proper weight to the situational aspects which have brought about a given behavior. A person will conclude that someone else has acted in a certain way because they are that ‘type’ of person. However, when an individual is assessing their own behavior they are more likely to attribute their action to a situational circumstance rather than attribute it to their character.

It occurs when people claim more responsibility for themselves for the results of a joint action than an outside observer would.

Named after psychologist B.R. Forer, a type of subjective validation, due to which a person can be ready to accept some general or vague description of their personality as being unique to them, even though the exact same description would apply equally well (or equally badly) to everyone.

A common reference point as to why people believe the advice of psychics and astrologers – not to mention many other nice things said about them.

To overestimate the degree to which others agree with them

To over-emphasise personality-based explanations for behaviours observed in others while under-emphasizing the role and power of situational influences on the same behaviour

The group attribution error occurs between different groups rather than different individuals. Group members are more likely to attribute the decisions of their own group to its decision rules, while they tend to attribute the decisions of another group to its members’ attitude. (Scott T. Allison and David M. Messick, “The Group Attribution Error,” Journal of Experimental Social Psychology 21(6) (November 1985): 563-79.)

The tendency of people, when evaluating the causes of the behaviors of a person they like or prefer, to attribute positive behaviors to the person's inherent disposition and negative behaviors to situations surrounding the behaviors.

The tendency of people, when evaluating the causes of the behaviors of a person they dislike, to attribute positive behaviors to the situations surrounding the behaviors and negative behaviors to the inherent disposition of that person.

The tendency for a person’s positive or negative traits to spill over from one area of their personality to another in others’ perceptions of them

The tendency to assume that people who are physically attractive also possess other socially desirable personality traits

To adopt the opinions and follow the behaviours of the majority to feel safer and to avoid conflict

People perceive their knowledge of their peers to surpass their peers’ knowledge of them.

People overestimate others’ ability to know them, and they also overestimate their ability to know others.

Overestimating one’s desirable qualities, and underestimating undesirable qualities, relative to other people

To give preferential treatment to others they perceive to be members of their own groups

A form of cultural bias in which the notational conventions of recording data biases the appearance of that data toward (or away from) the system upon which the notational schema is based

Individuals see members of their own group as being relatively more varied than members of other groups

To unconsciously assume that others share the same or similar thoughts, beliefs, values, or positions
The tendency to claim more responsibility for successes than failures; may also manifest itself as a tendency for people to evaluate ambiguous information in a way beneficial to their interests; taking credit for personal success but blaming external factors for personal failure (See, for example: Todd R. Kaplan and Bradley J. Ruffle, “Self-Serving Bias,” The Journal of Economic Perspectives 12(2) (Spring 1998): 243-44; Linda Babcock and George Loewenstein, 1997, op. cit., 109-26.)


To engage in behaviors that elicit results which will (consciously or not) confirm existing attitudes. (See: John M. Darley and Paget H. Gross, “A Hypothesis-Confirming Bias in Labelling Effects,” In Stereotypes and Prejudice: Essential Readings, (ed.) Charles Stangor (Psychology Press, 2000), 212.)

To defend and bolster the status quo, and resist change even at the expense of individual and collective self-interest

The tendency for people to view themselves as relatively variable in terms of personality, behaviour and mood while viewing others as much more predictable

A person is likely to make an internal attribution to an entire group instead of the individuals within the group

Incorrectly remembering one’s past attitudes and behaviour as resembling present attitudes and behaviour

A form of misattribution where a memory is mistaken for imagination

Recalling the past in a self-serving manner, e.g. remembering one’s examination grades as being better than they were

Confusion of imagination with memory, or the confusion of true memories with false memories

The effect that people tend to recall more personal events from adolescence and early adulthood than from other lifetime periods

To rate past events more positively than they had actually rated them when the event occurred

A form of misattribution where ideas suggested by a questioner are mistaken for memory
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1152 Niklas Karlsson et al., 2009, *op. cit.*, 95-115.
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People tend to have optimistic beliefs that good things will happen to them and bad things will not; these self-serving biases are best explained as resulting from cognitive processes guided by motivation because they do not occur in the absence of motivational pressures. (See: Ziva Kunda, 1987; op. cit.; Ziva Kunda, 1990, op. cit.)
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People determine the likelihood of an event based on how easy it is to picture mentally. (See: Klaus Fiedler and Jeannette Schmid, 1996, op. cit., 297-98.)

“The term judgemental heuristic refers to a strategy – whether deliberate or not – that relies on a natural assessment to produce estimation or a prediction. One of the manifestations of a heuristic is the relative neglect of other considerations. […]” (Tversky and Kahneman (1983: 294), cited in: Karl-Erik Wärneryd, 2008, op. cit., 43.)
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By the “means-ends analysis,” Newell and Simon (1972), and Simon (1999a) hold that if the final goal is not reached through a strategy, then, instead of discarding the strategy altogether, an agent tries a sub-goal aiming at reaching her/his goal. (See: Allen Newell and Herbert A. Simon, Human Problem Solving (Englewood Cliffs, NJ, USA: Prentice-Hall, 1972); Herbert A. Simon, “Problem Solving,” In The MIT Encyclopedia of the Cognitive Sciences, (eds.) Robert A. Wilson and Frank C. Keil (Cambridge, MA, USA: The MIT Press, 2001), 675. First published in 1999.)
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Max Weber is credited with the conception of formal rationality (FR), which refers to the extent of impersonal quantitative calculation (i.e., risk assessment) which is possible and applied in provisioning for needs. It contradicts substantive rationality as postulated by neoclassical economics that emphasizes on provisioning according to some ultimate values, be they status, egalitarian, social justice, or indeed any infinite variety of value-scales by which to judge the outcome of economic action. Given certain substantive conditions—such as legal formalism, bureaucratic administration, free labour, and a system of property rights—formal rationality refers to the calculability of means and procedures, substantive rationality to the value of ends or outcomes. The two are in constant tension, in so far as social action is oriented to ends, beliefs, and value commitment.

D. S. Pugh et al., 1969, op. cit., 115.
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However, in the context of organisations, both technical and human (or managerial) skills are required for organisational efficiency and professional effectiveness.

The phrase “trained incapacity” was coined by economist Thorstein Veblen, who used it to refer, among other things, to the inability of those with engineering or sociology training to understand certain issues which they would have been able to understand if they had not had this training. More generally speaking, it is about becoming highly intelligent in certain areas and abysmally ignorant in some others. However, in the context of organisations, both technical and human (or managerial) skills are required for organisational efficiency and professional effectiveness.
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By “tipping,” Schelling (1971: 182) refers to the process that “something disturbs the original equilibrium.” Schelling has two versions of the tipping model. The first version was most thoroughly analysed in a section of Schelling (1971), in which he referred to it as the “bounded-neighborhood model.” A preview of this model appeared in Schelling (1969) and an abridged version was later included in Chapter 4 of Schelling (1978). The second version of the tipping model was presented in Schelling (1972), focusing solely on the process of neighborhood tipping. Schelling’s diagrammatic treatment of the neighborhood tipping process is slightly different in these two versions of the model, although the central idea is the same.
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“[...] Functionalism says that mental states are constituted by their causal relations to one another and to sensory inputs and behavioural outputs. [...]” (Source: Ned Block, “What is functionalism?,” In The Encyclopedia of Philosophy: Supplement, (ed.) Donald M. Borchert (New York, NY: Macmillan, 1996).)
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“The putting-out, or domestic system of production, symbolizes the transition from traditional handicraft production to modern manufacturing (Weber, 1981: 153). Before factories were centralized, merchants put out raw materials to formerly independent craftsmen and to subsistence farmers and their families, who then transformed them into goods either at home or in nearby sheds (Heaton, 1936: 341; Weber, 1981: 118-119). Once all of the separate tasks were completed, merchants or their agents collected the items and sold them. In most cases, the putting-out workers owned their tools, determined the length and intensity of their workday, and had few or no employees. This system of putting-out, which assigned fragmented tasks to workers of different skills paid at differential rates, presaged the modern division of labor and the factory (Landes, 1969, 1986: 595).” (Source: Mark Lazerson, 1995, op. cit., 34.)
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1791 There are scholars who argue that earnings management realistically represents the financial situation of a company. (See, for example: Anil Arya, Jonathan C. Glover, and Shyam Sunder, “Are Unmanaged Earnings Always Better for Shareholders?,” Accounting Horizons 17(s-1) (Supplement 2003): 111.)
1797 EM minimises social and political costs, with respect to various stakeholders who use firm’s financial reports, through selective financial reporting, especially to counter interferences by government through regulations and tax laws. (See, for example: Ross L. Watts and Jerold L. Zimmerman, “Towards a Positive Theory of the Determination of Accounting Standards,” The Accounting Review 53 (January 1978): 112-34.)
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Advantages/disadvantages are not always connected to individual successes or failures, but often to prior position in society; she also

(1878, University Press, 2004).

In 1877, USA: Little Brown got to strive to rise, not merely economically, but culturally. "[…"

(Source: James Truslow Adams, financially, intellectually, or otherwise, have got to devote themselves to the 'Great Society,' and to those who are below in the scale have

they are, regardless of the fortuitous circumstances of birth or position. "[…"

If [the American Dream] is to come true, those on top,

man and each woman shall be able to attain to the fullest stature of which they are innately capable, and be recognized by others for what

according to ability or achievement. "[…"

It is not a dream of motor cars and high wages merely, but a dream of social order in which each

Social order in which each

behave are, regardless of the rights or wrongs of birth or position. […] If [the American Dream] is to come true, those on top, financially, intellectually, or otherwise, have got to devote themselves to the ‘Great Society,’ and to those who are below in the scale have got to strive to rise, not merely economically, but culturally. […]"

(Source: James Truslow Adams, The Epic of America (Boston, MA, USA: Little Brown & Company, 1931), 404, 410.)


The claim of AD is contradicted by many scholars, e.g., Johnson (2006), according to whom socio-economic advantages/disadvantages are not always connected to individual successes or failures, but often to prior position in society; she also


196) Depersonalisation is a state in which there is the feeling that thoughts and acts elude the self and become aliens with respect to one’s personality. (See: Daphne Simeon and Jeffrey Abugel, *Feeling Unreal: Depersonalization Disorder and the Loss of the Self* (New York: Oxford University Press, Inc., 2006).


Some examples of absolute deprivation are impaired health status, low levels of wealth, etc. which are compared based on objective differences. Whereas, RD occurs when individuals or groups subjectively perceive themselves as unfairly disadvantaged with others who they perceive as having similar attributes, deserving similar rewards. However, many types of deprivation are seen as absolute because RD is often confused with it. (See: Jock Young, “Relative Deprivation,” In *The Sage Dictionary of Criminology,* (eds.) Eugene McLaughlin and John Muncie (London: Sage Publications Ltd., 2006), 350.)


The concept of reference groups (RG) – consisting of people, group, aspiration level, etc. – is important in studying RD because a person or group feel deprived in comparison to it. People compare themselves with RG in order to estimate their (socio-economic) positions with respect to the unit. People choose reference groups by trying to create and maintain a superior social identity to positively distinguish themselves from others (social identity theory) and categorising themselves in order to gain enhanced levels of self-identity depending on social networks and contexts (self-categorisation theory). Furthermore, RG is not concerned with only functionalist ways of studying people and their behaviour because it depends on many factors for comparison like age, gender, marital status, ethnic group, occupation, income, education, hobby and interest, prestige group and many such comparisons. Thus, RD is limited in terms of the possible RGs that people choose for comparisons, which can vary over time and in different situations, e.g., globalisation and rising instances of people spending their time on the Internet is already increasing the number of possible RGs and, changing aspiration levels and hence RD.


Davis (1959) was first to formulate the Relative Deprivation Theory (RDT) by proposing: comparisons with in-group versus out-group members lead to different kinds of emotional reactions; i.e., comparisons with in-group members can produce feelings of RD or relative gratification (depending on whether one’s outcomes are worse or better than the referent person’s), whereas comparisons with out-group members can produce feelings of relative subordination or relative superiority. Thus, Davis explicitly limited the concept of RD to comparisons with “similar others” (in-group members) who possess some desired object to which the deprived perceiver feels entitled.

Runciman (1966) introduced a distinction between egoistical versus fraternal deprivation, both of which are presumably “relative” in the sense described above. Egoistic deprivation refers to the perception that one’s own outcomes all below a subjective standard (usually based on other individual’s outcomes), whereas fraternal deprivation refers to the perception that one’s reference group as a whole is deprived (usually relative to other groups). He also proposed that feelings of RD will not occur unless individuals think it is “feasible” that they (or their group) should have the desired object. The precise meaning of “feasibility” in this context is somewhat unclear (e.g., it can be interpreted as referring only to future hopefulness or as additionally implicating perceptions of entitlement and “what might have been”), a confusion that has led to some theoretical controversies. Finally, Runciman pointed out that comparisons with one’s own outcomes in the past can produce feelings of RD – a possibility that removes the necessity of social comparisons.

Gurr (1970) proposed a theory of rebellion, wherein three types of deprivation namely aspirational, decremental and progressive were distinguished, based different ways that people’s expectations or perceived entitlements can exceed their capabilities and/or actual outcomes. In each type, though, the essential process was postulated to be the same: People feel deprived when they perceive that they are unlikely to obtain the outcomes to which they are entitled to. Thus, unlike Runciman (1966), Gurr proposed that deprivation is more likely to occur when people believe that it is not feasible for them to obtain their desired outcomes.

Faye Crosby, 1976, *op. cit.*

Faye Crosby, 1982, *op. cit.*

Originally conceived by Runciman (1966), people may compare themselves to other people and feel personally deprived – egoistic RD; this is different from fraternalistic RD in the sense that people may consider themselves as members of a group and compare with other groups to feel collectively deprived.


Faye Crosby, 1976, *op. cit.*

John Lea and Jock Young, *What is to be Done about Law and Order ?: Crisis in the Eighties* (Harmondsworth, UK: Penguin, 1984), 88.


John Lea and Jock Young, 1984, *op. cit.*, 222.


Gerhard Falk, *The American Criminal Justice System: How It Works, How It Doesn’t, and how to Fix It* (Santa Barbara, CA, USA: Praeger, ABC-CLIO, LLC, 2010), 30.


Social identity theory proposes that the membership of social groups and categories forms an important part of our self concept.


Peter Lynn, 2009, *op. cit.*, 4-8;


See, for example: A. N. Oppenheim, *op. cit.*, 33.


Divided into three components: non-contact, inability to respond, lack of cooperation (refusal). Words, if the sampling frame contains ineligible units, these do not contribute towards response/non-response. Unit non-response is often language barriers, accidental loss of the data/questionnaire, etc. Unit non-response is defined relative to the eligible sample. In other words, if the sampling frame contains ineligible units, these do not contribute towards response/non-response. Unit non-response error occurs by over- or under-representation of groups in the survey sample. It occurs due to: failure of the data collector to locate/identify the sample unit, failure to make contact with the sample unit, refusal of the sample unit to participate, inability of the sample unit to participate (e.g., ill health, absence, etc.), inability of the data collector and sample unit to communicate (e.g., language barriers), accidental loss of the data/questionnaire, etc. Unit non-response is defined relative to the eligible sample. In other words, if the sampling frame contains ineligible units, these do not contribute towards response/non-response. Unit non-response is often divided into three components: non-contact, inability to respond, lack of cooperation (refusal).


Some of the disadvantages of the Web-survey are: response rates have significantly decreased; there is no clear advantage over the other modes (e.g., mail mode); as they involve self-selected respondents, so they are not generalisable.


Because there is no interviewer, less socially desirability bias is observed and the respondents answer more honestly.


Gerald F. Cavanagh and David J. Fritzschke, 1985, op. cit., 283.

Ibid., 279-293.
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Ibid., 183-205.

Kenneth Burstin et al., 1980, op. cit., 162.


Gerald F. Cavanagh and David J. Fritzschke, 1985, op. cit., 279-293.

Ibid.

explain the concept of RD to the respondents by linking it to their personal lives; after all, people understand a concept better from

versus Randomized Response Technique,”

drops below 50 per cent, the survey should be regarded with significant caution as a basis for precise quantitative statements about the
target population is difficult, time consuming, and expensive. Moreover, Web-surveys are oftentimes conducted with non-probability
samples. As an important part of snowball sampling, we used ‘corporate endorsement’ by requesting corporate insiders, who took our
survey and were satisfied with it, to influence their colleagues were also interested to take it.

While sampling, we created a sampling frame that reasonably maximised the likelihood of variation in the independent variables like
gender, nationality, age, numbers of years of experience, type of job responsibility and, their past of present levels of RD.

As user-friendly questionnaires improves response rates. As regards this, we used Web-pages using simple HTML format that could
be easily downloadable with no fancy features, using white background and black font, and so on. (See, for example: Don A. Dillman,
Michael D. Sinclair and Jon R. Clark, “Effects of Questionnaire Length, Respondent-Friendly Design, and a Difficult Question on

Following a conventional format in the Web-surveys is important because respondents tend to take a Web-survey to be like filling-up
paper questionnaires. (See, for example: Don A. Dillman, 2007, op. cit., 85.)

Sharing the purpose of a study programme with respondents increases response rates. (See, for example: Don A. Dillman, 2007, op.
cit., 158-59.)

Follow-up reminders increase response rates. (See, or example: Don A. Dillman, 2007, op. cit., 158, 252-53, 334-35.)

Seymour Sudman and Edward Blair, “Sampling in The Twenty-First Century,” Journal of the Academy of Marketing Science 27(2)
(April 1999): 269-77.

In comparison to other personalised modes to conduct survey (e.g., face to face interviews), data collection in Web-surveys suffers
from lower quality of data. This is because, among other things, respondents try to satisfice in this impersonal mode of survey, which is
a function of motivation, ability, and task difficulty. Respondent motivation and ability are inversely related to the satisficing probability.
Non-response is a function of authority (i.e., the respondent’s position in an organisation), capacity (i.e., her/his access to information or
knowledge about what is being asked) and motivation (i.e., her/his propensity to reveal information being sought) to respond. Among
these three factors, researchers could enhance the capacity and motivation. Along with creating a user friendly questionnaire design,
defining key terms, and so on to enhance their ability to take the survey; we also tried some other means to motivate the respondents,
which are as follows: before sending the URL embedded survey-invitation email, we briefly communicated our research agenda with all
the potential respondents mainly to convey them the message that they as practitioners had important roles in our theory-building process;
we promised to share our results them; we complied with the time they required to complete the survey; and, to the last but not the least,
we expressed our gratitude and thankfulness in advance for their interest in our survey and wished them a pleasant survey-taking
experience (see: for example: Artur Baldauf, Heribert Reisinger, and William C. Moncrief, “Examining Motivations to Refuse in

Wim A. Van der Stede et al., op. cit., 2005.

In management accounting, response rates are usually low. Initially, we aimed at a sample size of 200 respondents because a
minimum of 200-300 respondents seem to be able to achieve a certain degree of validity. However, there was no response from anyone
in the random list comprising the Fortune 500 companies. Moreover, regarding what is the optimum sample size to use the most practical
advice is to use a sample size which has proven effective in other research using similar measures, samples and methods to the proposed
study; but, in our case, we did not find any prior studies on EM vis-à-vis RD. Thereafter, we earmarked 200 respondents as our sample
size, and approached the respondents who we could access through purposive and snowball sampling. Although we targeted 200
professionals as our sample frame, but we sent survey-invitations to 50 respondents because before sending the actual invitation, we sent
them e-mails requesting them to take the survey in order to minimise unit non-response error. Finally, we directly and indirectly received
confirmation from 50 respondents who were willing to participate in the survey. Before sending the final Web-survey invitation, we sent
them emails enquiring if they would like to take the survey because we wanted to maintain a healthy response rate; if the response rate
drops below 50 per cent, the survey should be regarded with significant caution as a basis for precise quantitative statements about the
population from which the sample was drawn.

See, for example: Thomas A. Buchman and John A. Tracy, “Obtaining Responses to Sensitive Questions: Conventional Questionnaire

Although personal questions are asked later, we asked them in the first part. Here, we have three explanations. One, we wanted to
explain the concept of RD to the respondents by linking it to their personal lives; after all, people understand a concept better from
instances that have been personally experienced by them (see, for example: Benjamin Bradley, *Psychology and Experience* (Cambridge, UK: Cambridge University Press, 2005), 17-45). Two, people become fatigued with time, when they take a survey; so it is always advisable to introduce new concepts during the initial phase (see, for example: Ian Brace, 2008, *op. cit.*, 37). Three, had we asked them about their (personal) levels of RD after they finished opinion/commenting on the questionable acts pertaining to EM of the main character in our vignettes, they, we were afraid, could have drawn comparisons between themselves with him (after all, they are corporate finance and accounting professionals), and in the process, could have refrained from answering those questions.

1. Ian Brace, 2008, *op. cit.*, 73.


3. See, for example: David R. Schaefer and Don A. Dillman, “Development of a Standard E-mail Methodology: Results of an Experiment,” *Public Opinion Quarterly* 62(3) (Fall 1998): 378-97.

4. We provided reference periods at the beginning of questions so that respondents did not construct their reference periods before knowing ours. (See, for example: Nora Cate Schaeffer and Stanley Presser, “The Science of Asking Questions,” *Annual Review of Sociology* 29 (August 2003): 65-88.)


8. Relative frequencies express how respondents compare themselves with and rank against others, which is difficult to report in an absolute metric, e.g., past levels of deprivation of the respondents and socio-economic condition of people they knew. (See, for example: Nora Cate Schaeffer and Stanley Presser, 2003, *op. cit.*, 65-88.)


10. Bipolar scales reinforce each other and appear clearer to respondents than other combinations of verbal and numeric labels (See, for example: Norbert Schwarz, Bärbel Knäuper, Hans-J. Hippler, Elisabeth Noelle-Neumann, and Leslie Clark, “Rating Scales Numeric Values May Change The Meaning of Scale Labels,” *Public Opinion Quarterly* 55(4) (Winter 1991): 570-82). In personal questions concerning current socioeconomic status, we used bipolar scales with verbal labels because unipolar items, among other things, tend to irritate respondents who see questions that present negative and positive dimensions separately as repetitive or inappropriate (See, for example: Ron S. Kenetta, “On the Planning and Design of Sample Surveys,” *Journal of Applied Statistics* 33(4) (May 2006): 405-15). In both these cases, we provided middle labels. However, providing a middle point (in a bipolar scale) can prompt more respondents to choose it (See, for example: Stanley Presser and Howard Schuman, “The Measurement of a Middle Position in Attitude Surveys.” *Public Opinion Quarterly* 44(1) (Spring 1980): 70-85.) Notwithstanding, we provide it because: providing an even number of answer categories and excluding a middle alternative may force honestly neutral respondents to choose from among the directional answer categories (See, for example: Colm O’Muircheartaigh, Jon A. Krosnick, and Armin Helic. 2000. “Middle Alternatives, Acquiescence and the Quality of Questionnaire Data,” 2000; downloadable at: http://harrisschool.uchicago.edu/about/publications/working-papers/pdf/wp_01_3.pdf, accessed on 18th May 2010); a midpoint decreases the proportion of respondents reporting ‘don’t know’ and vice versa (See, for example: G. Kalton, Julie Roberts, and D. Holt, “The Effects of Offering a Middle Response Opinion with Opinion Questions.” *Journal of the Royal Statistical Society* Series D (The Statistician) 29(1) (March 1980): 65-78); a middle alternative in rating scales reduces the amount of random measurement error and does not affect validity (See, for example: Colm O’Muircheartaigh, Jon A. Krosnick, and Armin Helic, “Middle Alternatives, Acquiescence, and The Quality Of Questionnaire Data,” 2000; downloadable at: http://harrisschool.uchicago.edu/about/publications/working-papers/pdf/wp_01_3.pdf, accessed on 21st May 2010); and, it has been argued that respondents who placed themselves at the midpoint belonged there (See, for example: Neil Malhotra, Jon A. Krosnick, and Randall K. Thomas, “Optimal Design of Branching Questions to Measure Bipolar Constructs,” *Public Opinion Quarterly* 73(2) (Summer 2009): 318. 304-24).

11. We used bipolar scales in those cases where our respondents gave their opinion about the cognitive factors that caused the main character’s behaviour and action. Whereas, when they assessed the non-cognitive, environmental and societal factors, we used unipolar rating scales. We have used both scales in these questions because: bipolar items assume more about the evaluative continuum than unipolar items do (in the questions related to cognitive factors), and it is sometimes difficult to determine appropriate opposites to label the endpoints of bipolar scales (in the questions related to non-cognitive, environmental and societal factors) (See, for example: Robert F. DeVellis, *Scale Development: Theory and Applications*, Second Edition, Applied Social Research Methods Series, Volume 26 (Thousand Oaks, CA, USA: Sage Publications, Inc., 2003)).

12. As regards the GUI elements for responding, there are three common elements used in the Web-survey: a series of radio buttons; a drop box with none of the options initially displayed until the respondent clicks on the box; and a scrollable drop-box with some visible options that require the respondent to scroll up/down to see the remainder of the options. In using a series of radio buttons, all the response options are visible at the same time. Such presentations are important because visibility has a more powerful effect in Web-surveys. Importantly, they also minimise biases arising out of satisfying, i.e., if all the response options are not visible at the same time, the respondents tend to choose the best one only from the visible options and tend to ignore others for which they have to use additional effort, e.g., scrolling down the list (of options). (See, for example: Mick P. Couper, Roger Tourangeau, Fred G. Conrad, and Scott D.

Open-ended answers typically result in poor or incomplete answers, particularly in Web-surveys (See, for example: James D. Wright and Peter V. Marsden, “Survey Research and Social Science: History, Current Practice, and Future Prospects,” In Handbook of Survey Research, Second Edition, (eds.) James D. Wright and Peter V. Marsden (Bingley, UK: Emerald Group Publishing Limited, 2010), 3-26.)

In the case of questions related to perceptions and attitudes, as in our case, requires respondents to quickly answer based on their instant reactions; which are more stable over time. So, once the respondents answered a Web-page and moved to the next, we did not give them the option to return to and edit their answers. (Ian Brace, 2008, op. cit., 21; see also: Roger Tourangeau, Lance J. Rips, and Kenneth Rasinski, The Psychology of Survey Response (Cambridge, UK: Cambridge University Press, 2000.).


Some of the Background attributes are also enabling factors, e.g., accounting knowledge and skills, without which an intentional action (e.g., MEM) would not be possible.


John Lea and Jock Young, 1984, op. cit.


Constructs are latent variables. A latent variable cannot be measured directly, as in the case of (human) perception, but only through measurable indicator variables. Additionally, there are many reasons, e.g., social desirability bias, for which such variables may not elicit objective response. In such cases indicator variables (asked in the form of questions) are used to form constructs; combining a set of them, a researcher can create a measure of single construct. We created the constructs concerning RD by analysing the socio-economic status of the other people that the respondents in the past, i.e., their childhood and adolescent years, were and, currently, are familiar with (with respect to them). Others can have poor (P), at par (A) or rich (R) economic status (ES) and low (L), at part (P) or high (H) social status (SS) in comparison to the respondents. We labelled respondents’ degrees of RD as low, medium and high. A person who is familiar with others having socio-economic status as: (a) L-P, A-P and L-A has low; (b) L-R, A-A and H-P has medium; and H-A, A-R and H-R (with respect to her/him) has high degrees of RD.

This is in line with prior research that have found out that samples have often been analysed assuming data are randomly sampled, when in fact the assumption is not justified. (See, for example: Donald P. Cram, Vijay Karan, and Iris Stuart, “Three Threats to Validity of Choice-Based and Matched Sample Studies in Accounting Research,” Contemporary Accounting Research 26(2) (Summer 2009): 477-516.)


Psychometricians like to theorise that psychometric tests produce interval scale measures attitudes (See, for example: Frederic M. Lord and Melvin R. Novick, Statistical Theories of Mental Test Scores (Reading, MA, USA: Addison-Wesley, 1968); Alexander von Eye, “Book Reviews: Ordinal Measurement in The Behavioral Sciences,” Applied Psychological Measurement 29(5) (September 2005): 401-03) but there is little evidence to suggest that such attributes are anything more than ordinal for most psychological data (See, for example: Norman Cliff, Ordinal Methods for Behavioral Data Analysis (Mahwah, NJ, USA: Lawrence Erlbaum Associates, Inc. 1996); Norman Cliff and John A. Keats, Ordinal Measurement in the Behavioral Sciences (Mahwah, NJ, USA: Lawrence Erlbaum Associates, Inc., 2003); Joel Michell, “Is Psychometrics Pathological Science?,” Measurement: Interdisciplinary Research & Perspectives 6(1)
Andrew Fastow was a mediocre person in his pre-Enron life; he was neither a good student nor a successful professional. His professional track records had traces of unethical intentions; for instance, it is alleged that while on training in one of his former organisations – the Continental Bank – he was reprimanded by a superior for talking to colleagues about using insider information to make a profit trading in the stock of the Coastal Corporation, one of the bank’s major clients.

Jeff Skilling was highly successful before joining Enron, a Harvard M.B.A., consultant and one of the youngest partners of McKinsey & Company in their energy and chemical consulting practices. Even when he was a student, people who met him knew he would do something big; thus he was ambitious since the beginning. His contract at Enron was heavily dependant on company performance. He was a Darwinist, a practicing neoclassicist, and one of his favourite books was Richard Dawkins’ The Selfish Gene; who was the main architect behind Enron’s highly competitive and ruthless corporate culture where success implied meeting or beating analysts’ forecasts. For him, human nature was seen in terms of: greed and competition, and money as the greatest motivator of all. He hired graduates, mostly from a group of long-established eastern United States colleges and universities widely regarded as high in scholastic and social prestige, with a hunger for money that matched his. He was passionately involved with Enron; people recollect that he bullied his decisions on others, and most of the times conveyed a message that “[…] I know the answer, and I’m right. I’m Jeff Skilling. And I’m Enron – are we all clear here? […]” (Source: Bethany McLean and Peter Elkind, The Smartest Guys in the Room: The Amazing Rise and Scandalous Fall of Enron (New York: Portfolio, 2003), 164.) For him work and money were everything; he spent minimal time at social gatherings, was mostly uninvolved in community matters and hardly had any friend. After leaving Enron, he became involved in social life. He started his own foundation and became a significant patron to other charities. However he took exotic family vacations in the name of promoting charitable deeds. Although he donated handsomely to educational institutions, his personal philanthropy has some of the feel of a true believer in his theories of how business and markets should work; e.g., he donated hefty sums of money to “[…] Junior Achievement, the training ground for potential new young Skillings of the world […]” (Source: Rick Cohen, “The Enron Family Philanthropies,” The Nonprofit Quarterly (December 1, 2007), accessed at: http://www.nonprofitquarterly.org/cohenreport/2007/12/01/the-enron-family-philanthropies/, on 13th March 2010). In a nutshell, Jeffrey Skilling, as Tilly and Tilly (1988) have noted, is a typical personality type that confers to the neoclassicists’ notion of rationality that views “[…] homo sapiens […] as homo economicus. […]” (See also: Mike Tolson and Alan Bernstein, “Skilling Energized Enron but Draws Suspicion after its Fall,” Houston Chronicle (February 15, 2004), accessed at: http://www.chron.com/disp/story.mpl/special/enron/1249343.html, on 19th March 2010; Frank Pellegrini, “Skilling: The CEO Who Wasn’t There,” Time (February 07, 2002), accessed at: http://www.time.com/time/nation/article/0,8599,201536,00.html?ixzz0jTIIdZIK, on 17th March 2010; Kurt Eichenwald and Diana B. Henriques, “Enron Buffed Image to Shine even as It Rotted from Within,” The New York Times (February 10, 2002), accessed at: http://www.nytimes.com/2002/02/10/business/businessspecial3/10COOLL.html?pagewanted=1, on 17th March 2010; Mike Tolson, “Skilling: A Private Man’s Public Ordeal: The Former CEO is One of the Most Enigmatic Figures in the Enron Saga,” Houston Chronicle (January 23, 2006), accessed at: http://www.chron.com/disp/story.mpl/special/enron/trio/3607493.html, on 20th March 2010; Kurt Eichenwald, Conspiracy of Fools: A True Story (New York: Broadway Books, 2005), 78; Alex Gibney (Director), “Enron – The Smartest Guys in the Room,” Documentary Movie, watched at: http://www.youtube.com/watch?v=0scE1tj7P4M, on 11th March 2010; Ronald R. Sims and Johannes Brinkmann, “Enron Ethics (Or: Culture Matters More than Codes),” Journal of Business Ethics 45(3) (July 2003): 243-56; C. William Thomas, “The rise and fall of Enron: When a Company Looks too Good to be True, It usually is…” Journal of Accountancy 193(4) (April 2002): 41-53; Jerry W. Markham, A Financial History of Modern U.S. Corporate Scandals: From Enron to Reform (New York: M.E. Sharpe, Inc., 2006), 51-52.)


216 As we know managerial discretions – mental facts – are normally based on the actual and potential performance levels – physical facts – of an organisation. Both physical and mental facts are required for the construction of social reality. Intentional mental facts like how to manage earnings (through prudent or fraudulent means) may become social facts when they are recognised by many individuals. Social facts are facts which are generally agreed upon, and which have collective intentionality. (Source: John R. Searle, The Construction of Social Reality (New York, NY: Free Press, 1995).  


2144 Jacob Cohen, The earth is round (p<.05),” American Psychologist 49(12) (December 1994): 997-1003.


2146 See, for example: Thomas S. Kuhn, The Structure of Scientific Revolutions (Chicago, IL, USA: University of Chicago Press, 1970).


2148 Ibid., 227.


2150 This insightful remark is from the email correspondence that I had with Prof. Brian P. Shapiro, Associate Professor of Accounting, UST Opus College of Business, University of St. Thomas, USA.
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Appendix 1

Web-Survey Questionnaire

Webpage1

1. How many years of experience do you have in financial accounting?
   - Less than 5 years
   - 5-10 years
   - More than 10 years

2. In your present organisation, what is your main professional responsibility?
   - Preparing Reports (R)
   - Planning, Supervising and/or Evaluating (PSE)
   - Auditing and/or consulting (AC)

Webpage2

Relative Deprivation (RD) is a phenomenon that involves situations in which a person or group does not have something which they think they are entitled to, while another person or group possesses it. RD is often confused with absolute deprivation (AD); AD implies lack of basic necessities with respect to a fixed standard such as the amount of food necessary for survival.

3. Please recollect various situations and experiences in your life before you turned 19-20 years old. On a scale of 1-3, where 1 represents low and 3 high, how would you like to rate the frequency with which you encountered situations and experiences involving instances of Relative Deprivation?
   - 1
   - 2
   - 3

4. Please think about various situations and experiences in your present life. On a scale of 1-3, where 1 represents low and 3 high, how would you like to rate the frequency with which you encounter situations and experiences involving instances of Relative Deprivation?
   - 1
   - 2
   - 3

Webpage3

A rich person is someone who has substantial amount of wealth and better economic condition with respect to others in her/his surrounding.

5. Please remember your neighbours, friends and relatives, whom you knew and mingled with before you turned 19-20 years old. Some of them were economically poorer than your family and some richer. On an average, how would you rate their economic condition in comparison to that of your family?
   - Rich
   - At par
   - Poor

6. Please think about your colleagues, neighbours, friends and acquaintances, and relatives, whom you know and mingle with at present. Some of them are economically poorer than you and some richer. On an average, how would you rate their economic condition in comparison to that of yours?
Rich
At par
Poor

Social status is the honour or prestige attached to one's rank and position in society (one's social position); it can arise from one’s occupation, wealth, lifestyle, family background, talents, skills, etc.

7. Please remember your neighbours, friends and relatives, whom you knew and mingled with before you turned 19-20 years old. Some of them had higher social status than your family and some lower. On an average, how would you rate their social status in comparison to that of your family?

High
At par
Low

8. Please think about your colleagues, neighbours, friends and acquaintances, and relatives, whom you know and mingle with at present. Some of them have higher social status than you and some lower. On an average, how would you rate their social status in comparison to that of yours?

High
At par
Low

9. Your gender?

Male
Female

10. Your age?
Less than 35 years
35-50 years
More than 50 years

Please read the illustration below.

This is the story about Ken who was an incredibly successful man. After completing his higher studies in economics, he worked for some of companies and government agencies in the energy sector. (Energy was the lifeline of the society where he lived.) In the mid eighties, when the country's energy sector was undergoing large-scale deregulations, he took over an energy company – X – where he was serving as the CEO, through a shrewd move. Ken positioned X as a New Economy company, continuously set higher earnings benchmarks as its performance indicators, and mainly focussed on healthy financial reporting to impress the market. In the process, X's financial reporting was heavily influenced by creative accounting practices that involved adjusting company earnings.

X's reported earnings most of the times exceeded analysts’ forecasts and its shares dictated capital market movements. Ken was one of the highest paid executives in the country; his compensations were highly dependent on X's financial performance. Apart from being rich, he was also famous. He had strong social and political ties, developed mainly through large amounts of money that he donated to political parties and, civic and charitable causes. In the market, he was treated as a role model by many professionals and business leaders; in the political sphere, his opinions were widely sought by the country’s policy-makers. Additionally, he had a charming and affable personality. With his professional cravings, personal charm, social charisma and political connections, he led X to become one of the top ten publicly-held companies in the country; that to, only within fifteen years of its founding. By then, there were tens of thousands of employees, operations in more than forty countries, and millions of shareholders worldwide.

Although X’s growth was staggering, many questionable strategies and off-the-book deals surrounded it. Among them, two were notable: the creation of special purpose entities (SPEs) and the adoption of mark to market accounting (MMA). On the hindsight, nothing was wrong or illegal about them; they, as a matter of fact, are creative accounting techniques, permitted by the Generally Accepted Accounting Principles (GAAP). As many of X’s products/services were based on novel concepts, creating SPEs was strategic to hedge X against risks. Secondly, with such a range of innovative product/services, MMA was an appropriate means to realistically represent X's financial situations. However, the concepts of SPE and MMA were grossly abused. This was mainly due to X’s SPEs, most of which had built-in questionable features: they dealt with hypothetical products/services; X’s shares and bonds were used as collaterals
to obtain loans for them; X’s decision-makers were either their owners or managers; and so on. In other words, they operated not as SPEs but subsidiaries of X. In such a situation, MMA mainly served X in hiding its debts and losses, inflating its profits and asset values, and, in the process, deceiving the market. Thus, although they started with managing earnings, X's top decision-makers, including Ken, undertook large scale earnings manipulation activities. (Earnings management (EM) involves strategies to adjust company earnings so that reported earnings match a pre-determined target, through prudent means like including (future) receivables in current revenues. However, earnings manipulations are activities where speculative decisions grossly override prudent means, e.g., undertaking accounting for subsidiaries as if they are SPEs.)

Some of X's employees tried to bring those irregularities to Ken's notice, but they were ignored. Ken was primarily obsessed with achieving targets at all cost. He simply did not pay any attention to information and suggestions that were in opposition to them. Moreover, X's auditors, from a reputed audit firm, also helped those irregularities by giving clean audit reports; this is because in addition to receiving large auditing fees, they also got millions from consulting activities in X, which they did not want to lose by antagonising Ken.

In this way, with the help of policymakers, regulators, auditors, bankers and brokers; Ken and his top management team undertook rampant accounting- and activity-based earnings manipulations, in the name of EM. It seems, accounting facts and figures made them aware about what was more and what was less with respect to their targets, but not what was enough. Even though Ken and his associates did not reach what was enough, they committed enough of accounting irregularities. However, a lot of manipulations made the business unsustainable. Only after a couple of months of becoming one of the top ten publicly-held companies, Ken filed for bankruptcy of X. (It was later discovered that many of X’s recorded assets and profits were wholly fraudulent and nonexistent.) This was catastrophic for thousands of its employees (who lost most of their pension funds and savings that were tied to the company) and millions of shareholders (whose investments became literally of zero value because X’s share price crashed down sharply within days). This, in turn, rocked the entire nation. In the midst of this, Ken and his close associates at X divested their shares and created millions for themselves. Later on, they were indicted for its failure. Many of Ken's employees, particularly his management team members whom he trusted the most, gave witness against him. The people whom he knew in his business, social, and political spheres, and had handsomely donated to their causes in the past, turned their back at him. Trying to prove his innocence, Ken, in an interview, had said, “[…] Am I a fool? I don’t think I’m a fool. But I think I sure was fooled [by the people whom I trusted].”

After five years of intense legal battle, he was convicted of accounting felonies and frauds. Shortly after his conviction, he died of a sudden heart attack.

Now, please answer and/or comment on the following questions, taking cues from this illustration.

A desire is a hope, wish, longing or craving, as for something that brings satisfaction or enjoyment.

11. Would you say that a reason behind Ken’s focus on earnings and creative accounting was his desire to get financially rich and socially famous?

   No
   May be yes
   Yes

A belief is the psychological state in which an individual holds an idea, concept, proposition or premise to be true.

12. Would you say that a reason behind Ken’s focus on earnings and creative accounting was his belief that healthy earnings numbers of his company could enable him to fulfil his desires (of getting financially rich and socially famous)?

   No
   May be yes
   Yes

Valuing involves evaluating various pros and cons that are involved in a decision.

13. Would you say that a reason behind Ken’s over-indulgence in earnings management (EM) was a result of his valuing that EM was the best possible vehicle that could enable him to fulfil his desires (of getting financially rich and socially famous)?

   No
   May be yes
   Yes
Ken’s country was highly developed, and a free market economy; where business community had a lot of influence in every sphere of life. Be it market friendly domestic policies or business friendly foreign policies, the market forces called the shot across the country’s governance corridors. They also had a predominant representation in various regulatory bodies that oversaw business activities.

As a strong advocate of free-market principles, Ken once had said, “We see ourselves as first helping to open up markets to competition. And through competition, reducing costs, and of course significantly reducing prices paid by consumers. Also we see ourselves as being innovators in these new markets once they’re deregulated, where we can come in and begin providing a lot of other products and services. […]” However, as we have seen, Ken's emphasis on innovation was not limited to products and services alone. Much of the innovations took place in “creative accounting” practices, especially in meeting earnings targets through fraudulent means. There were other factors involved, in addition to his (manipulative) intentions.

By making huge sums of political donations, Ken had built good rapport with country’s politicians and legislators who selected members of the regulatory bodies; thus, he through his political connections influenced them. Furthermore, his country was a major donor of humanitarian aid to many developing countries; he, on the virtue of his political clout, routed major chunks of those humanitarian funds mainly to those countries that permitted him to create overseas special purpose entities (SPEs), many of which were fraudulent.

In Ken’s country, audit firms were deemed to be independent organisations. However, X’s audit firm, along with auditing, were also rendering consulting services, for which it was being paid hefty sums of money. Thus, it in stead of auditing, it was merely complying with everything that X’s management desired. Apart from the fact that Ken and his top management team were educated and experienced in economics and management sciences, many of X’s accounting and finance department employees were ex-employees of various regulatory bodies. Thus, he and his staffs were aware of different loopholes in the accounting statutes and guidelines and used them to their advantage. And lastly, the members of X’s Board of Directors and Board of Advisors were elites of the society, that included top-level politicians and legislators, and finance and accounting experts.

In a nutshell, Ken created the enabling conditions to carry out earnings manipulation, in the name of earnings management. Enabling conditions explain issues and questions related to how an action is possible; they include: skill, effort, persistence, opportunity, removed obstacles, etc.

Now, please answer and/or comment on the following questions, taking cues from this illustration, as well as the previous one.

Earnings management (EM) involves strategies to adjust company earnings so that reported earnings match a pre-determined target, through prudent means.

14. How would you like to rate the importance of enabling conditions as facilitators of EM on a scale of 1-3, where 1 represents low and 3 high?

1 2 3

Earnings manipulations are activities where speculative decisions grossly override prudent means.

15. Taking cues from the illustration in this (web) page, how would you like to rate the importance of enabling conditions as facilitators of earnings manipulations on a scale of 1-5, where 1 represents low and 5 high?

1 2 3

Please read the illustration below, which is a continuation of the previous illustrations.

Ken was born and brought up in a country where social and economic success were seen as the most important objective of life. People who were rich, having social fame, were considered successful; failure was looked down upon and failed individuals were considered as lazy and worthless. Incidentally, Ken's family was poor, his mother was a farmer and father a store owner. When Ken was still a child, his father’s small store went out of business; his family eventually moved on to a farm where they lived in a house without indoor plumbing. His childhood was marked by adult responsibilities; for example, he helped his parents in livelihood activities like ploughing fields, delivering newspapers and mowing lawns. Although he was a good student and received scholarships, yet they were not sufficient to his meet high educational expenses; for which he took bank loans, worked part-time and eventually completed his studies. Thus, the beginning of his life was influenced by higher expectations from the society (to be rich and famous) and lower abilities to meet them (because of his poverty ridden family background), which is an instance of Relative Deprivation (RD). In this important period of his life, he had a strong desire to be rich and famous in order to overcome RD.
His lavish lifestyle, as the head X, revealed much of his obsession with success and prosperity. He had more than twenty costly houses (decorated with antiques), limousines, private jets, luxury yachts, and so on. In his trials, he reportedly defended his personal spending; including a $200,000 yacht for his wife’s birthday party, which he spent despite having hundreds of millions in personal debt. This spending is interesting considering the fact that it was done just some months before X went bankrupt. However, he justified them on the ground that to be rich and famous was one of the defining features of his country. “[… I] had realized the […] dream of becoming rich and famous” and “[… was] living a very expensive lifestyle […]” It’s the type of lifestyle that’s difficult to turn on and off like a [tap or valve …].” he had said during one of his legal hearings.

As we already have noted, Relative Deprivation (RD) is a phenomenon that involves situations in which a person or group does not have something which they think they are entitled to, while another person or group possesses it. RD is often confused with absolute deprivation (AD); AD implies lack of basic necessities with respect to a fixed standard such as the amount of food necessary for survival.

Now, please answer and/or comment on the following questions, taking cues from this illustration, as well as the previous ones.

16. Would you say that Ken's childhood and adolescence deprivations, arising out of being raised in a poor household, had an impact on his said manipulative behaviour?

Yes
May be yes
No

17. Would you say that other factors, like social pressure to be rich and famous, could have aggravated Ken’s sense of deprivation during his childhood and adolescence?

Yes
May be yes
No

18. Even after becoming highly successful, both with money and fame, Ken did not stop aspiring for more. In the process, he committed numerous frauds, particularly earnings manipulations. Moreover, we have also seen that while managing earnings fraudulently, Ken still lived in his country where economic and social success were highly demanded. Would you say that Ken's continued aspirations to earn more was an outcome of living in a society where social and economic success are highly demanded (like that of his)?

Yes
May be yes
No

Earnings management (EM), by definition, should be based on faithful representation; whereas, earnings manipulation mainly concerns wishful thinking that is driven by speculative and fraudulent intentions (of people like Ken). In the case of Ken, we have discussed how his efforts to manage earnings subsequently became instances of earnings manipulations.

19. On a scale of 1-3, where 1 represents low and 3 high, how would you like to rate Relative Deprivation as a cause of EM straying into earnings manipulations?

1
2
3

The storyline that you have followed until now is a true incident that happened in 2001-02 in the U.S.A. – the Enron Scandal – involving Late Dr. Kenneth Lay (the founder of Enron). It has been stated elsewhere that “[… o]ne cannot […] study [fraudulent earnings management activities …] without looking into the profile of the [person indulging in such activities …]” Keeping this in mind, I renarrated the story that is behind the story of the Enron Scandal.

Now that you have almost finished this survey, please give your valuable comments on the following issues which are related to creative accounting in general and earnings management in particular.

Goals drive people to act. People tend to be accurate and logical following accuracy goals, and use those beliefs and strategies that are considered most appropriate to accomplish them; whereas they tend to arrive at a particular conclusion in the case of directional goals, and use those beliefs and strategies that are considered most likely to yield the desired result/s. On the one hand, earnings management (EM) involves strategies to adjust company earnings so that reported earnings match a pre-determined target, and in this sense it helps to achieve directional goals; on the other hand, it is also undertaken to realistically present the financial position of a company and in this sense it is accuracy goal oriented too.
20. Would you say that EM can become earnings manipulation when directional goals overshadow accuracy goals?

No

May be

Yes

Ken, in the course of his occupation, committed those earnings manipulations while being a respectable person with high social status. In this context, it has been argued that people like Ken “[…] want nothing more than we all want – money, power, and consideration – in a word, success; but they are in a hurry and they are not particular as to the means.”

21. Would you say that earnings manipulations are instances where the offenders are in a hurry to achieve their goals, using those strategies and means that are not appropriate?

No

May be

Yes

It has been said that “[…] sometimes individuals’ motivation for […] earnings manipulations] may have originally been relative deprivation, greed, threat to continued goal attainment and so forth. However, as they found themselves successful at this […] they began to gain some secondary delight in the knowledge that they are fooling the world, that they are showing their superiority to others. […]”

As we have discussed, Ken, even after becoming highly rich and famous, continued to set higher earnings targets and committed more manipulations to achieve them, thereby deceiving the market.

22. Would you say that continuously succeeding in manipulating earnings can make people like Ken to undertake bigger and bolder forms of manipulations wherein they take the pleasure and satisfaction of their skills and capabilities at achieving their desired targets?

No

May be

Yes

As we have discussed, accounting knowledge and expertise are some of the enabling conditions that, in the first place, makes earnings management possible.

23. Would you say that, while managing earnings, people like Ken could overestimate their accounting skills and abilities?

Yes

May be

No

Ostrich effect is biased decision-making where people may delay acquiring information or ignore them, even when doing so degrades the quality of decision making; if these information are in opposition to their plans and ideas. As we have seen, Ken ignored warnings (from some of his management team members) about the overuse of earnings management (EM) practices in his organisation.

24. Would you say that in the process of managing earnings, people like Ken could insulate them like an ostrich, avoiding information that are in opposition to their targets?

Yes

May be

No
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